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Abstract—The last decade has witnessed a tremendous growth of Web services as a major technology for sharing data, computing resources, and programs on the Web. With increasing adoption and presence of Web services, designing novel approaches for efficient and effective Web service recommendation has become of paramount importance. Most existing Web service discovery and recommendation approaches focus on either perishing UDDI registries, or keyword-dominant Web service search engines, which possess many limitations such as poor recommendation performance and heavy dependence on correct and complex queries from users. It would be desirable for a system to recommend Web services that align with users’ interests without requiring the users to explicitly specify queries. Recent research efforts on Web service recommendation center on two prominent approaches: collaborative filtering and content-based recommendation. Unfortunately, both approaches have some drawbacks, which restrict their applicability in Web service recommendation. In this paper, we propose a novel approach that unifies collaborative filtering and content-based recommendations. In particular, our approach considers simultaneously both rating data (e.g., QoS) and semantic content data (e.g., functionalities) of Web services using a probabilistic generative model. In our model, unobservable user preferences are represented by introducing a set of latent variables, which can be statistically estimated. To verify the proposed approach, we conduct experiments using 3,693 real-world Web services. The experimental results show that our approach outperforms the state-of-the-art methods on recommendation performance.
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1 INTRODUCTION

After a decade of research and development, Web services have become one of the standard technologies for sharing data and software and the number of Web services available on the Web is constantly increasing [1], [2], [3], [4], [5]. This increase has been further accelerated by the emerging cloud computing as a new computing paradigm for provisioning of diverse services on demand [6], [7]. According to a recent statistics from seekda.com, there are 28,606 Web services available on the Web, offered by 7,739 different providers. This increasing adoption and presence of Web services calls for novel approaches for efficient and effective service recommendation, which is a critical issue in many practical applications such as service discovery and composition [8], [9], [10], [11].

Web service recommendation is the process of automatically identifying the usefulness of services and proactively recommending services to end users. We can also view Web service recommendation as the process of service selection augmented with end user behavior analysis to achieve relevant and accurate service suggestions. Traditional Web service discovery centers around UDDI (Universal Description, Discovery and Integration) registries [12]. Unfortunately, UDDI is no longer the choice of publishing Web services, evidenced by the shutdown of the public UDDI registries by big players such as IBM, Microsoft, and SAP [13]. Over the last decade, a considerable number of Web service discovery approaches have been proposed [14], [15] and several Web services publication websites have emerged such as WebServiceList1, XMethods2, and ProgrammableWeb3. These approaches and websites largely exploit keyword-based search techniques and are insufficient to fully describe the functionalities of Web services. Furthermore, accommodation for non-functional characteristics such as quality of service (QoS) of Web services during the service selection and recommendation are very limited [16], [17]. In a recent work by Zheng et al. [8], [18], a Web service search engine is designed and developed that ranks Web services not only by functional similarities to a user’s query, but also by non-functional QoS characteristics of Web services.

The main goal of our work is to advance the current state-of-the-art on Web services recommendation. More specifically, our work is inspired by the following observations. To find desirable Web services by using Web service search engines, a user normally has to supply the queries and often at a loss as to what queries are appropriate (e.g., which keywords should be used, what values should be set for a QoS attribute). Another problem

is that Web services that do not satisfy the user’s search query are completely excluded from the recommendation list. It is therefore desirable that a recommendation system selects probably-preferred Web services by estimating user preferences without requiring users to explicitly specify those preferences.

In the last few years, two main service recommendation techniques have been proposed: namely collaborative filtering and content-based recommendation. Collaborative filtering [19], [20], [21], [8], [22] is a technique that has been widely used for recommending items (Web services in our case) to a given user by considering other similar users’ ratings on the items. For instance, suppose that a user likes Web services \( s_a \) and \( s_b \). If there are many other users who like \( s_a \) and \( s_b \) also like service \( s_c \), then service \( s_c \) should probably be recommended to that user. Although this technique is effective, one big problem is that Web services without having a considerable set of user interactions (e.g., newly deployed Web services) cannot be recommended, which is also known as the cold start problem. On the other hand, content-based methods [23], [24], [25] recommend Web services based on the similarity of user preferences and the descriptive information of Web services (e.g., service functionalities). Newly-deployed Web services can be recommended by this technique. Unfortunately, associating user preferences with Web service content is not a trivial task and very few solutions have been proposed. In current Web service search engines, queries that represent user preferences are typically prepared by users, which may not be an easy task for the users.

In this paper, we propose a novel approach for Web service recommendation by unifying collaborative filtering and content-based recommendation in a normative manner. Our approach exploits the advantages of both techniques that enables more accurate recommendations with a rich variety. More specifically, our approach is built on a three-way aspect model [26] that directly represents unobservable user preferences as a set of latent variables, which can be statistically estimated using algorithms such as expectation maximization (EM) [27]. In a nutshell, the main contributions of our work are as the following:

- We conduct an extensive analysis on the existing recommender systems as well as the tasks on Web service recommendation. We identify three main requirements, including high recommendation accuracy, recommendation serendipity, and recommending newly-deployed services. It is important to consider these requirements for designing and developing effective Web service recommender systems.
- We propose a novel hybrid approach that combines collaborative filtering and semantic content-based methods for service recommendation. Our approach exploits a three-way aspect model that simultaneously considers the similarities of users and semantic content of Web services. User preferences are represented using a set of latent variables that can be statistically estimated. We further develop two strategies (data smoothing and implicit user-descriptor aspect model) to specifically deal with the overfitting problem caused by data sparsity.
- We conduct extensive experiments using real-world Web services to verify the proposed approach. A dataset [8] consisting 5,825 Web services are carefully examined and 3,693 live Web services are selected and used in the experiments. The experimental results show that our approach achieves better recommendation performance than the conventional collaborative filtering and content-based methods applied separately.

The remainder of the paper is organized as follows. Section 2 discusses Web service recommendation requirements and overviews two complementary recommendation approaches. Section 3 introduces our unified Web service recommendation approach. Section 4 describes techniques dealing with data sparsity. Section 5 reports our experimental results. Finally, Section 6 overviews the related work and Section 7 offers some concluding remarks.

2 WEB SERVICE RECOMMENDATION

In this section, we discuss the main requirements on Web service recommendation that we target in this paper, formalize the service recommendation task, and briefly introduce two typical recommendation approaches: collaborative filtering and content-based recommendation.

2.1 Requirements in Service Recommendation

Accuracy is an important metric when assessing a recommender system. However, there is an increasing awareness that good accuracy alone does not necessarily give users an effective and satisfying experience. From the analysis of the existing recommender systems Herlocker et al. [28] and our consideration of the specific tasks of service recommendation, we identify the following three major requirements in order to conduct an effective service recommendation task:

- **High recommendation accuracy.** A good recommender system should recommend more relevant Web services and fewer irrelevant ones, particularly in the situations where required information are not available (e.g., missing QoS of some services) [8].

- **Recommendation serendipity.** Recommending services that are already known to a user can be found unsatisfactory or meaningless. If the recommended services are not familiar to the user, the chances of finding new Web services that match the user’s requirements would increase [28].

- **Recommending newly deployed services.** Overcoming the cold-start problem not only enables users to find newly-deployed Web services, but also enhances the recommendation serendipity.

As discussed in the introduction, neither collaborative filtering nor content-based recommendation can satisfy all the three requirements. Our approach will unify both methods for effective service recommendation. In the rest of this section, we will first formalize the service recommendation task, and then briefly introduce collaborative filtering and content-based recommendation.
2.2 Service Recommendation Task

Let \( \mathcal{U} = \{u|1, \ldots, N_u\} \) and \( \mathcal{S} = \{s|1, \ldots, N_s\} \) be the set of users and Web services in a recommender system respectively. Here \( N_u \) and \( N_s \) are the number of the users and the services. The relationship between service users and Web services can be denoted by a user-item matrix \( \mathcal{R} \):

\[
\mathcal{R} = \{r_{u,s}|1 \leq u \leq N_u, 1 \leq s \leq N_s\}
\]  

(1)

An entry in \( \mathcal{R} \), denoted by \( r_{u,s} \), represents a vector of QoS values (e.g., response time) of service \( s \) that is observed by the service user \( u \). When user \( u \) has not invoked a service \( s \), \( r_{u,s} = \emptyset \). It should be noted that most entries in \( \mathcal{R} \) are empty in real-world applications. The reason is that the number of services invoked by each user is usually very small. Collaborative filtering based approaches use \( \mathcal{R} \) for service recommendation.

In content-based recommendation, the content of each service is represented as a vector of several features extracted from e.g., the WSDL file and the short service description. Let \( \mathcal{F}_t \) be the number of features and \( c_{s,t} \) be the value of the \( t^{th} \) feature of service \( s \). By collecting all the feature vectors, we can have the content matrix \( \mathcal{C} \) as:

\[
\mathcal{C} = \{c_{s,t}|1 \leq s \leq N_s, 1 \leq t \leq N_f\}
\]  

(2)

Given a target user \( u \), content-based approaches use \( \mathcal{C} \) for service recommendation. Unlike collaborative-based approaches, they do not consider the results from other users. We will discuss further the two different kinds of approaches in the following sections.

2.3 Collaborative Filtering

Collaborative filtering (CF) predicts rating scores of a user for Web services by considering other users’ rating on the services. CF is generally decomposed into two techniques: memory-based and model-based. Memory-based CF consists of user-based approaches that predict the ratings of active users based on the ratings of similar users found, while item-based CF methods predict the ratings of active users based on the computed information of items similar to those chosen by the active user. Pearson Correlation Coefficient is widely used to calculate similarities between users and predicts QoS values based on similar users in memory-based CF [29], [30], [8]. Based on the predicted QoS values, the Web service with the best score or the top \( k \) users and predicts QoS values based on similar users in the following formula:

\[
y_{u,s} = \frac{\sum_{u' \in \mathcal{U}} sim_{u,u'}y_{u',s}}{\sum_{u' \in \mathcal{U}} sim_{u,u'}}
\]  

(3)

where \( y_{u',s} \) is the estimated value, and \( sim_{u,u'} \) measures the preference similarity of users \( u \) and \( u' \), using the following formula:

\[
sim_{u,u'} = \frac{\sum_{s \in \mathcal{S}}(r_{u',s} - \bar{r}_{u})(r_{u,s} - \bar{r}_{u})}{\sqrt{\sum_{s \in \mathcal{S}}(r_{u',s} - \bar{r}_{u})^2 \sqrt{\sum_{s \in \mathcal{S}}(r_{u,s} - \bar{r}_{u})^2}}
\]  

(4)

where \( r_{u,s} \) is the score given to service \( s \) by user \( u \), \( \bar{r}_{u} \) and \( \bar{r}_{u'} \) represent the average rating values of user \( u \) and \( u' \) respectively (\( u, u' \in \mathcal{U} \)), and \( s \in \mathcal{S} \) is the Web service rated by both users \( u \) and \( u' \).

Matrix factorization is a main method in model-based recommendation systems, which performs well in handling large scale user-item interaction matrix. This technique aims at factorizing the user-item interaction matrix into two low-rank approximations in the user space \( U_s \) and the item space \( V_s \) respectively, and utilizing the low-rank matrices to make predictions [31], [32]. The general matrix factorization method is employed to estimate the user-item rating matrix \( \mathcal{R} \), which is approximated by multiplying a low-rank factors multiplication \( \mathcal{R} = U_s^T V_s \), where \( U_s \in \mathbb{R}^{m \times d} \) and \( V_s \in \mathbb{R}^{n \times d} \) by minimizing the objective function with regularization:

\[
\min_{U_s,V_s} \frac{1}{2} \sum_{u,s} (r_{u,s} - u_{u,s} v_s)^2 + \frac{\lambda_u}{2} ||U_s||_F^2 + \frac{\lambda_v}{2} ||V_s||_F^2.
\]  

(5)

Here \( \mathbb{I} \) is the indicator function which is the rating score of service \( s \) given by user \( u \). \( \lambda_u \) and \( \lambda_v \) are the regularization parameters. Recently, several research projects have explored the combination of memory-based and matrix factorization together to enhance the prediction performance [33].

It should be noted that there are usually very few Web services (i.e., matrix \( \mathcal{R} \) is sparse). Particularly when the space of Web services is large, the above formulas often fail. A possible solution is to replace the empty scores in QoS matrix with a default score. For example, if Web services are rated on a 1 to 5 scale, we could set the default value as 3. In Section 4, we will also introduce techniques to effectively increase the density of the data by exploiting secondary data of Web services.

2.4 Content-based Recommendation

Content-based Web service recommender systems recommend a target user with services that are similar to those previously preferred by the user. Such systems are based on the analysis of the similarities of the content (e.g., WSDLs and short descriptions) of the Web services. There have been two main approaches in content-based Web service recommendation: syntactic based approaches [24] and semantic based approaches [34]. We discuss only semantic based approaches in this paper since syntactic based approaches have obvious limitations in suggesting high quality recommendations.

The semantics of a Web service \( s \) can be represented by a set of semantic attributes: i) functional category \( F(s) \), ii) functional parameters (i.e., inputs \( \mathcal{I}(s) \) and outputs \( \mathcal{O}(s) \)), and iii) requirements (i.e., preconditions \( \mathcal{P}(s) \) and effects \( \mathcal{E}(s) \)). We assume that these attributes can be provided by a domain ontology through semantic annotations, which will ensure to provide users with recommendations that are semantically similar to Web services previously invoked. It is possible to construct a domain ontology...
by analyzing Web service descriptions (WSDLs and free text descriptors). Interested readers can refer to [35] for an approach for bootstrapping ontologies based on Web service descriptions.

The semantic content similarity of Web services \( s_i \) and \( s_j \) can be calculated using:

\[
q(s_i, s_j) = \sum_{l \in \{F, T, O, P, P, E\}} w_l \times (q_{cd}(l(s_i), l(s_j)), q_m(l(s_i), l(s_j)))
\]

(6)

where \( w_l \in [0,1] \) is the weight assigned to the \( l^{th} \) service description attribute and \( \sum_{l \in \{F, T, O, P, P, E\}} w_l = 1 \). Preferences on some particular service attribute can be done by simply adjusting the value of \( w_l \). The result returned by the formula is a pair of values in \([0,1] \times [0,1]\), representing the common description rate \( q_{cd} \) and matching quality \( q_m \) between \( s_i \) and \( s_j \) respectively. The matching quality between two semantic descriptions (i.e., \( q_m(sd_i, sd_j) \)) is a value in \([0,1]\) defined by a matchmaking function (i.e., 1 for exact match, and 0 for disjoint). The common description rate reflects the degree of similarity between the semantic descriptions of two Web services. Formally, the rate can be calculated using:

\[
q_{cd}(sd_i, sd_j) = \frac{|lcs(sd_i, sd_j)|}{|sd_j \setminus sd_i| + |lcs(sd_i, sd_j)|}
\]

(7)

where \( lcs(sd_i, sd_j) \) is the least common subsumer of \( sd_i \) and \( sd_j \), which refers to information shared by \( sd_i \) and \( sd_j \). \( sd_j \setminus sd_i \) represents all the information which is a part of \( sd_i \) but not a part of \( sd_j \). The expression in between \( | \) refers to the size of ALE concept descriptions of DL (Description Logics) [36].

It should be noted that \( q_{cd} \) measures the proportion of descriptions that are in common for services \( s_i \) and \( s_j \), while \( q_m \) does not measure the similarity between service descriptions but indicates a general overview of two services’ semantic relationship (usually in discretized values) denoted in subsumption relationship. By combining these two measures, we can have a more accurate estimation on the similarity of two semantic Web services. The interested readers are referred to [37] for more details on calculating semantic similarities of Web services.

3 The Unified Service Recommendation Model

To meet the three requirements described in Section 2.1, we propose a unified approach that combines collaborative filtering technique and content-based approach. In this hybrid approach, it is necessary to reflect both rating and content data in modeling of user preferences. Unfortunately, user preferences are only indirectly represented and the observable data such as ratings or content (e.g., semantic descriptions) do not completely reflect the preferences.

To solve the problem, we propose to use a probabilistic model that associates ratings and content data with newly-introduced variables that represent user preferences. In particular, we adapt the three way aspect model [26] in our unified Web services recommendation. This model assumes that users have some latent preference in terms of functional and non-functional attributes (e.g., QoS values), from which the desirable services and their content information can be deduced. The preferences are statistically estimated using expectation maximization (EM) [38] that thereafter contribute to better recommendation. In the rest of this section, we will describe how to adapt this model for Web service recommendation.

3.1 Probabilistic Recommendation Model

The graphical representation of the three-way aspect model for Web service recommendation can be found in Figure 1. The model includes four components: a user set \( \mathcal{U} = \{u_1, u_2, ..., u_N\} \), a Web service set \( \mathcal{S} = \{s_1, s_2, ..., s_M\} \), semantic content of Web services \( \mathcal{C} = \{c_1, c_2, ..., c_N\} \) where \( c_i \) is a semantic descriptive vectors of Web service \( s_i \), and a set of latent variables \( \mathcal{Z} = \{z_1, z_2, ..., z_N\} \) that governs the recommendation process, e.g., users’ latent preferences.

The model captures a three-way co-occurrence data among users, Web services, as well as the functionality attributes of services such as content of Web services in the form of semantic descriptions, and non-functionality such as rating score in term of QoS values. An observation is typically a triple \((u, s, c)\) that corresponds to an event where a user \( u \) accesses a Web service \( s \) that contains a semantic service description \( c \). In the three-way aspect model, observation data is associated with one of the latent variables \( (z_i \in \mathcal{Z}) \). The latent variables represent user latent preferences to Web services, e.g., preferences on functionalities or non-functionalities (QoS values). Each latent variable, \( z_i \), actually corresponds to a “genre” of a service. A set of proportions of such “genres” (i.e., \( \mathcal{Z} \)) reflects a preference on services (similar to the taste in terms of music) of a user. It is assumed that users,
Web services, and semantic descriptors are independent in the model. It is also worth noting that the aspect model allows multiple semantic descriptions per user, unlike most clustering methods that assign each user with a single class.

In the context of Web service recommendation, an event of a user \( u \in \mathcal{U} \) accessing a service \( s \in \mathcal{S} \) containing semantic description \( c \in \mathcal{C} \), is considered to be associated with one of the latent variables \( z \in \mathcal{Z} \). Conceptually, users choose (latent) topics \( z \), which in turn “generates” both Web services and their content descriptions. Therefore, a latent variable in this new model is not only associated with a distribution of services but also a distribution of semantic service content. The joint probability distribution \( Pr(u, s, c, z) \) over user set \( \mathcal{U} \), latent topic variables \( \mathcal{Z} \), Web service set \( \mathcal{S} \) and service content \( \mathcal{C} \) is given by

\[
Pr(u, s, c, z) = Pr(u)Pr(z|u)Pr(s|z)Pr(c|z)
\]  

(8)

Since we consider the distribution of \( s \) and \( c \) are independent in our model, we can have \( Pr(s, c|z) = Pr(s|z)Pr(c|z) \). The above equation can be rewritten as:

\[
Pr(u, s, c, z) = Pr(u)Pr(z|u)Pr(s|z)Pr(c|z)
\]  

(9)

An equivalent specification of the joint probability distribution that treats users and items symmetrically is:

\[
Pr(u, s, c, z) = Pr(z)Pr(u|z)Pr(s|z)Pr(c|z)
\]  

(10)

Marginalizing out \( z \), we obtain the joint probability distribution \( Pr(u, s, c) \) over \( \mathcal{U}, \mathcal{S} \), and \( \mathcal{C} \) as the following:

\[
Pr(u, s, c) = \sum_z Pr(z)Pr(u|z)Pr(s|z)Pr(c|z)
\]  

(11)

This model has a set of parameters \( Pr(z), Pr(u|z), Pr(s|z) \) and \( Pr(c|z) \), which for simplicity is represented as \( \theta \). The model parameters are learned by mining the userservice history data \( \mathcal{H} = \{<u, s, c>\} \). One way to learn \( \theta \) is to maximize the log-likelihood of history data which is:

\[
\mathcal{L}(\theta) = \sum_{<u,s,c> \in \mathcal{H}} n(u, s, c) \log(Pr(u, s, c|\theta))
\]  

(12)

where \( n(u, s, c) \) indicates how much user \( u \) prefers the semantic descriptor \( c \) in Web service \( s \). In general, \( n(u, s, c) = r(u,s) \times n(s,c) \), where \( r(u,s) \) is the rating score of user \( u \) for service \( s \) (e.g., via aggregating the QoS values such as response time and throughput), and \( n(s,c) \) represents the weight of semantic descriptor \( c \) in Web service \( s \).

The weight of a particular semantic descriptor in a Web service is calculated using widely-used TF-IDF. In particular, the term frequency of a semantic descriptor \( c \) is defined as:

\[
tf(c) = \frac{freq(c,s)}{|s|}
\]  

(13)

where \( freq(c,s) \) denotes the number of times semantic descriptor \( c \) occurs in service \( s \) description. The inverse document frequency \( idf \) is calculated as the ratio between the total number of services and the number of services that contain the semantic descriptor:

\[
idf(c) = \begin{cases} 
\log \frac{|\mathcal{S}|}{|\{S_i : c \in S_i\}|} & \text{if } |S_i| \neq 0 \\
\log \frac{1}{1 + |\{S_i : c \in S_i\}|} & \text{if } |S_i| = 0 
\end{cases}
\]  

(14)

where \(|\mathcal{S}| \) is the number of services, \( S_i \) denotes the number of services where semantic descriptor \( c \) appears. \( n(s,c) \) is then calculated by using:

\[
n(s,c) = tf(c) \times idf^2(c)
\]  

(15)

It should be noted that we choose to give higher weight to the \( idf \) value (i.e., \( idf^2 \)). The reason behind this modification is to normalize the inherent bias of the \( tf \) measure in short documents [35].

### 3.2 Learning Process

As mentioned before, one way to learn \( \theta \) (see Equation 12) is to maximize the log-likelihood of the history data. In our approach, the Expectation-Maximization (EM) algorithm is applied to learn the parameters. EM is an iterative optimization method of learning the probabilistic model parameters from incomplete data. The algorithm is implemented in two steps: i) the Expectation step, namely E-step, which calculates the expected value of latent variables \( z \) based on observations, and ii) the Maximum step, namely M-step, which is implemented to lift the lower bound of model parameters by utilizing the result obtained from the E-step. The detailed learning process can be described as the following:

\[
\sum_{<u,s,c> \in \mathcal{H}} \log Pr(u, s, c|\theta)
\]  

\[
= \sum_{<u,s,c> \in \mathcal{H}} \log \sum_z Pr(u, s, c, z|\theta)
\]  

\[
= \sum_{<u,s,c> \in \mathcal{H}} \log \left( \sum_z Pr(z|u, s, c, \theta^{(t)}) \frac{Pr(u, s, c, z|\theta)}{Pr(z|u, s, c, \theta^{(t)})} \right)
\]  

\[
\geq \sum_{<u,s,c> \in \mathcal{H}} \sum_z Pr(z|u, s, c, \theta^{(t)}) \log \left( \sum_z Pr(z|u, s, c, \theta^{(t)}) \frac{Pr(u, s, c, z|\theta)}{Pr(z|u, s, c, \theta^{(t)})} \right) \quad \triangleq Q(\theta^{(t)})
\]  

(16)

Therefore, instead of maximizing \( \mathcal{L}(\theta) \) directly, the EM algorithm tries to find the model parameters \( \theta^{(t+1)} \) to
maximize \( Q(\theta | \theta^{(t)}) \). So:

\[
\theta^{t+1} = \arg \max_{\theta} \{ Q(\theta | \theta^{(t)}) \} = \arg \max_{\theta} \left\{ \sum_{<u,s,c> \in \mathcal{H}} \sum_{z} P(z|u, s, c, \theta^{(t)}) \log P(r(u, s, c, z|\theta)) \right\} = \arg \max_{\theta} \left\{ \sum_{<u,s,c> \in \mathcal{H}} \mathbb{E}_{z|u,s,c,\theta^{(t)}} \{ \log P(r(u, s, c, z|\theta)) \} \right\}
\]

(17)

At this point, we can use the EM algorithm to solve Equation 17 with training dataset. In particular, the E step and the M step are iterated alternately until the log-likelihood \( \mathcal{L} \) converges to a local maximum. It should be noted that both content and collaboration data can influence recommendations. The relative weight of each type of data depends on the nature of the given data for training.

The E-step is used to obtain the posterior probabilities in Equation 16 by calculating \( P(r(z|u, s, w, \theta^{(t)}) \), where the model parameters \( \theta^t \) are known in this step:

\[
P(r(z|u, s, c, \theta^{(t)}) = \frac{P(r(z)Pr(u|z)Pr(s|z)Pr(c|z)}{\sum_{z} P(r(z)Pr(u|z)Pr(s|z)Pr(c|z)}
\]

(18)

In the M-step, we need to find new model parameters to maximize the expected log-likelihood found in the E-step, since

\[
\mathcal{L}(\theta) = \log P(r(u, s, c, z|\theta) = \log P(r(u|z) + \log P(r(s|z) + \log P(r(c|z) + \log P(r(z))
\]

(19)

So, the maximization to the model parameters \( \theta^{t+1} = \{ P(r(u|z), P(r(s|z), P(r(c|z), P(r(z)) \} \) can be obtained by maximizing the expectation with respect to \( \theta \):

\[
Pr(r(u|z) \propto \sum_{s,c} n(u, s, c)Pr(z|u, s, c) \\
Pr(r(s|z) \propto \sum_{u,c} n(u, s, c)Pr(z|u, s, c) \\
Pr(r(w|z) \propto \sum_{u,s} n(u, s, c)Pr(z|u, s, c) \\
Pr(r(z) \propto \sum_{u,s,c} n(u, s, c)Pr(z|u, s, c)
\]

(20)

After the model is learned, the inference of Web services can be ranked for a given user according to \( Pr(s|u) \propto \sum_{c} Pr(u, s, c) \), i.e., according to how likely it is that the user will invoke the corresponding Web service. Web services with high \( Pr(s|u) \) that the user has not yet invoked are good candidates for recommendation. This addresses the requirement of recommendation serendipity discussed in Section 2.1. In addition, since the model considers the content of Web services, the cold-start problem can also be solved (i.e., newly-deployed Web services can be recommended).

It is noted that the likelihood needs to iterate over all possible data connections of each data sample, which might be computationally expensive. For example, in the E-step of the algorithm, we need to calculate the expectation posterior distribution of \( Pr(z|u, s, c) \), given the current estimated parameters \( Pr(u|z) \), \( Pr(s|z) \) and \( Pr(c|z) \). This computation is heavy due to standard least-squares computation, which is estimation of the regression coefficients of the factors on the variables assuming that the current estimated \( Pr(u|z) \), \( Pr(s|z) \) and \( Pr(c|z) \) are found from the M-step. The time complexity of implementing the EM algorithm is \( O(N \cdot |c| \cdot N_z) \), where \( N \) is the size of the training dataset, \( |c| \) is the length of descriptive vectors of services and \( N_z \) is the number of latent variables. Another concern is that although the EM algorithm is guaranteed to be stable and to converge to a local maximum value of the estimated likelihood which depends on the initial data, there is no guarantee that this value is globally maximum.

In reality, the user-service interaction matrix could be very sparse, in other words, the users only invoke a few part of services. When data is extremely sparse, which is typical in many real-world applications, the EM algorithm will suffer from overfitting, i.e., poor generalization. We will discuss two strategies in the next section that can effectively increase the data density, which in turn improves the learning performance of the EM algorithm.

## 4 Dealing with Data Sparsity

In this section, we describe two strategies in overcoming the overfitting problem caused by sparse data. The first strategy is to preprocess data matrix using a data smoothing technique. The second strategy is to modify the three-way aspect model by eliminating Web services from direct participation in the model.

### 4.1 Data Smoothing

The idea of the data smoothing strategy to addressing the overfitting problem with sparse data is to smooth the data matrix based on the similarities between Web services. The intuition behind is as follows. Consider a user \( u \) who has invoked service \( s_i \). Assume that another service \( s_j \) has not been invoked by \( u \), but \( s_i \) and \( s_j \) are very similar in content (e.g., both services share many service attributes). Informally, if the content similarity function (see Equation 6), \( q(s_i, s_j) \), yields 0.85, we could believe that there is a 85% chance that user \( u \) has actually invoked service \( s_j \), even though the recommender system does not know it.

Based on this reasoning, we propose to preprocess the original rating matrix \( R \) in terms of functionality and non-functionality by filling in some of the empty entries with the average similarities above a certain threshold between a Web service and all other services invoked by user \( u \). Clearly, when the threshold is bigger, the data matrix will
become sparser (i.e., less empty entries will be replaced). On the other hand, if the threshold is smaller, the data matrix will become less sparse (i.e., more empty entries will be replaced). By setting appropriate threshold, the density of the data matrix (i.e., the fraction of non-zero entries) can be effectively increased, as a result of the data smoothing.

It should be noted that the semantic content of Web services and the calculation of the similarities between Web services can be found in Section 2.4.

### 4.2 Implicit User-Descriptor Aspect Model

A Web service contains multiple semantic service descriptors and a service descriptor is contained in many Web services. Another method to overcome the overfitting problem due to sparsity is to propose a model where co-occurrence data points represent events that correspond to users looking for service descriptors in a Web service, i.e., \((u, c)\). This is different from the model in Section 3 where the event corresponds to a user accessing a Web service with service descriptors, \((u, s)\).

This modified aspect model produces estimates of conditional probabilities \(Pr(u|z)\) and \(Pr(c|z)\), as well as the latent variable priors \(Pr(z)\), \(Pr(u|c)\) can be calculated using:

\[
Pr(u, c) = \sum_z Pr(z)Pr(u|z)Pr(c|z)
\]

However, the task of a recommendation system is to recommend Web services that have the highest estimating probabilities \(Pr(s|u)\) for a given user \(u\). We can solve this problem by treating a Web service as a bag of service descriptors: the probability of a Web service is the product of the probabilities of the semantic service descriptors it contains adjusted for different service description lengths with geometric mean:

\[
Pr(s, u) \propto \prod_i Pr(c_i, u)^{1/|c|}
\]

where \(c_i\) are semantic service descriptors in a Web service \(s\) and \(|c|\) is the length of the service description of \(s\). Conditional probabilities \(Pr(c_i, u)\) follow directly from the model:

\[
Pr(c_i, u) = \frac{Pr(u, c_i)}{\sum_c Pr(u, c)}
\]

### 5 Performance Evaluation

This section focuses on reporting the performance study of our proposed hybrid approach for Web service recommendation, including two experiments: i) comparing our hybrid approach with the state-of-the-art methods including three collaborative filtering (CF) approaches and content-based recommendation, and ii) studying the sensitivity of the hybrid approach under different markoff ratios and different number of latent variables. We first describe the dataset collected for the experiments and then report the experimental results.

#### 5.1 Dataset Setup

To perform reliable experiments, it is ideal to use large-scale real world Web services. Unfortunately, collecting and preparing such data is extremely time-consuming. Fortunately, Zheng et al. [8] shared a large-scale real world Web services dataset collected in their WS-DREAM project. WS-DREAM is a Web crawling engine that crawled publicly available WSDL file addresses from the Internet. It also collected non-functional attributes (e.g., QoS) of these Web services, which are observed by 339 distributed computers located in 30 different countries, from Planet-Lab\(^4\). The first half of Table 1 summarizes this dataset and Figure 2 depicts the distribution of services and users (i.e., 339 computers).

In our experiments, we used this dataset as our base dataset and performed some pre-processing activities. Firstly, we traversed all 5,825 WSDL addresses offered from the dataset and retrieved WSDL documents of 3,693 live Web services. The rest of the Web services from WS-DREAM dataset were considered dead due to unsuccessful connections to these services\(^5\). We then generated an ontology by exploiting the approach developed in our previous work [35]. This ontology was bootstrapped by analyzing WSDL files and short textual descriptions of Web services using Term Frequency/Inverse Document Frequency (TF/IDF) and web context generation. The concepts from this ontology were used to annotate each Web service, which in turn generated the semantic description for the service. Consequently, each Web service is represented by a set of semantic service descriptors. Secondly, we collected the corresponding rating scores of Web services from websites such as seekda Web service search engine\(^6\), WebServiceLists, and ProgrammableWeb. Due to different rating scales used in these websites, we normalized the rating scores between the range of 1 to 5.

For those Web services whose rating scores are not available, we determined their rating scores (between 1 and 5) based on their aggregated QoS values (e.g., response time,

---

\(^4\) http://www.planet-lab.org

\(^5\) This task was carried out in April 2012.

\(^6\) Its site webservices.seekda.com is unavailable as of 08/05/2014.
5.2 Metrics

We used the micro-F1 and macro-F1 as the evaluation measures in our experiments. The F1 measure is the harmonic mean of Precision(P) and Recall(R), which can be calculated as: $F_1 = 2 \frac{P \times R}{P + R}$. The Micro-F1 is defined as:

$$Micro-F1 = \frac{2 \sum_{c} \sum_{i=1}^{n} y^c_i y^c_i}{\sum_{j=1}^{m} \sum_{i=1}^{n} y^c_i + \sum_{j=1}^{m} \sum_{i=1}^{n} y^c_i}$$
where \( n \) is the number of test data, \( y_i \) is the true label vector of the \( i \)-th sample, \( y_i^j = 1 \) if the instance belongs to category \( j \), −1 otherwise. \( \hat{y}_i \) is the predicted label vector. The micro-F1 measure weights equally on all samples, thus favoring the performance on common category labels. Macro-F1 is calculated as mean arithmetical value for F1 on each label. It measures weights equally on all the category labels regardless of how many samples belong to it, thus favoring the performance on rare category labels. Macro-F1 can be calculated using:

\[
\text{Macro-F1} = \frac{1}{N} \sum_{i=1}^{N} \frac{P_{r, i} - 1}{ \log_2(1 + p_i)}
\]

To achieve more accurate evaluation, we considered the ranking position in the recommendation results and adopted the normalized Discounted Cumulative Gain (nDCG) as a metric, which is the normalized position-discounted precision score. It gives more credit to top-ranked Web services and is defined as below:

\[
\text{nDCG}_x = \frac{\sum_{i=1}^{x} 2^{rel_i} - 1}{ \log_2(1 + p_i)} \tag{27}
\]

where \( p_i \) is the ranking position of \( s_i \) in top@\( x \) Web services, and \( rel_i \) is the relatedness score of \( s_i \) at position \( p_i \). The normalized DCG can be calculated using:

\[
\text{nDCG}_x = \text{DCG}_x / \text{IDCG}
\]

where \( \text{IDCG} \) is the maximum possible DCG till ranking position \( p_i \) of the sorted result list. The value range of nDCG is \([0, 1]\).

### 5.3 Performance Comparison

This experiment studies the recommendation performance of our proposed hybrid recommendation approach (HR) with the pure collaborative filtering methods (CF) and pure content-based recommendation (CBR). The recommendation accuracy was evaluated by examining the Top-\( N \) rankings for all users. Top-\( N \) recommendation is to recommend the \( N \) top-ranked items that will be of interest to a given user. For collaborative filtering methods, Top-\( N \) recommendation techniques analyze the user-item matrix to discover relations between different users or items, which are used to compute the recommendations. In our experiments, we considered three collaborative filtering methods [41]:

- **User-based Collaborative Filtering (UCF):** This method first calculates the \( k \) most similar users for a given user based on the Pearson correlation. The corresponding rows of the \( k \) similar users in the user-item matrix are aggregated to identify a set of service items, which have been invoked by the group of users together with their ratings. With the identified service items, UCF then recommends the top-\( N \) highly-rated service items that the target user has not invoked.

- **Item-based Collaborative Filtering (ICF):** Unlike UCF, this method first discovers \( k \) most similar service items for each service item based on similarities. It then identifies the set as candidates of the recommended services by taking the union of the \( k \) most similar items and removing each of the items in the set which the user has already invoked. The resulting set of the service items will be sorted in decreasing order based on the similarities and ICF then recommends the top-\( N \) service items to a given user.

- **Latent Factor Model (LFM):** LFM [22] exploits matrix factorization, a main method in model-based CF recommender systems, based on singular value decomposition (SVD) with regularization (see Section 2.3 for some introduction on matrix factorization).

In the experiment, the user-service interaction matrix (see Section 5.1) was randomly divided into the evaluation data matrix, \( R_e \), and the training data matrix, \( R_t \), by masking 5% (also called markoff ratio) actual values of historical service invocation for each user. Figure 4 shows an illustrative example in dividing a simple user-service matrix (5 users and 4 service items). In the example, some user-service historical interactions are masked randomly as the evaluation data (shaded boxes), the rest data is used for learning the model parameters. After each model is learned, we used the model parameters to find \( \forall s, Pr(s|u) \) for all
users. The Web services in the testing dataset were ranked based on their $Pr(s|u)$.

In the experiment, we set the size of latent users’ preferences $N_z$ is 50, based on our findings in Section 5.4. We compared the recommended services with four other methods and our model (HR) by employing 10, 20, 30, 40 percent sparsity of the training dataset respectively. Table 2 shows the results.

From Table 2 we can see that, the top $N$ ($N=1, 5, 10$) performance of our approach (HR) are consistently higher than both UCF and ICF collaborative filtering methods, content-based recommendation approach (CBR), and regularized SVD (singular value decomposition) based latent factor model (LFM). It is clear that our approach outperforms the other approaches and more relevant Web services can be recommended. It also can be observed from the table that with the increase of the sparsity of our testing dataset, the recommendation performance of UCF, ICF, CBR and LFM decreases steadily, they can not handle the data sparsity issue very well. However, the performance of our proposed approach remains relatively stable and is not sensitive to the sparsity level changes. This is largely contributed by the two strategies dealing with data sparsity introduced in Section 4.

Another aim of this experiment is to evaluate our approach on handling the cold start problem, which refers to providing accurate prediction when some users only access few Web services or even have no access historical records at all. From the table, it is clear that our approach outperforms other methods on different markoff ratios, especially when the training ratios are small (e.g., 10%). We also notice that the performance of UCF, ICF and LFM degrades significantly when the training ratio is 10%. Although the CBR is not sensitive to the training ratio, its overall performance is poor.

5.4 Impact of Markoff Ratio and Latent Variables

This section reports our experimental studies on the impact of markoff ratios and the number of latent variables to the performance of our proposed hybrid approach. As mentioned previously, we divided the whole matrix into training and evaluation matrices. In the first experiment, we studied the impact of the markoff ratios. We randomly masked $y\%$ ($y = 10, 30, 50, 70$) of actual scores and the rest of the matrix is used as training dataset to infer model parameters. Our algorithm was then used to recover the information that has been masked. We applied cross-validation method to find the average precisions and recalls for top $N$ ($N = 1, 5, 10$) Web service recommendations. Figure 5 shows the result.

From the figure, we can see that with the increase of the markoff ratio, the overall recommendation performance decreases. This is attributed to the fact that a higher markoff ratio means less data available for training the approaches, therefore worse recommendation performance. Interestingly, we notice that the recommendation performance increases quickly when the markoff ratio decreases from 100% until it reaches 70% (i.e., training ratio of 30%). After that, the recommendation performance increases slowly when the markoff ratio decreases.

To study the impact of the latent variables of our model, we conducted similar experiments but masked 30% of actual scores of the matrix. We ran the algorithm using different number of latent variables $N_z$ in the model, ranging...
Fig. 6. Recommendation performance with different number of latent variables \( N_z \) for top 1, 5, 10 Web services from 10 to 80 with an interval of 10, and calculated Micro-F1, Macro-F1, and nDCG. Figure 6 shows the results. From the figure we can see that our system can mostly achieve the best recommendation performance around 50 latent variables. This is the reason that we chose \( N_z = 50 \) in our other experiments.

We briefly discuss the threats to validity of our experimental results. Firstly, due to the lack of rating scores of some Web services, we used the aggregated QoS values as rating scores for these services by exploiting a multiattribute utility function (see Section 5.1). To reduce this threat to construct validity, Web services can be manually supplied with rating scores in the future. We also plan to collect more Web services with rating scores. The threats to external validity primarily center on whether the Web services data set used in our experiments is representative in practice. In order to validate that our approach can be generalized, it is a necessity to conduct more experiments on randomly selected Web service datasets.

6 RELATED WORK

Web service recommendation and selection has been a fundamental research issue since the dawn of Web service technologies. Traditional Web service discovery centers on UDDI registries such as the work presented in [42], [12], [43]. Unfortunately, UDDI is no longer the choice of publishing Web services. The available Web service search engines such as XMethods largely exploit keyword-based search techniques and are inadequate to match the functionalities of Web services. These search engines do not consider non-functional characteristics (QoS) of Web services. Furthermore, users normally have to know how to craft correct queries. The performance of Web service recommendation of these search engines are therefore limited. Over the past few years, service recommendation has been an active research area and many techniques have been proposed. These techniques can be classified into three categories: collaborative filtering (CF), content-based, and hybrid approaches. In the following discussions, we will focus on reviewing these techniques.

6.1 CF Methods for Service Recommendation

The collaborative filtering methods are widely used in recommender systems that recommend items (Web services in our context) based on the similarity of different users. A representative research effort in this area has been done by Zheng et al. [8], [18]. In their work, a QoS-based Web service prediction approach is proposed to predict missing QoS values based on the historical QoS information from similar Web services and users. QoS-based Web services selection supports optimized Web services selection by considering QoS attributes of Web services with similar functionalities, as well as the preferences from service users [39], [44], [45]. The quality of the recommendation from these approaches depends on the quality of available QoS information for Web services. Most QoS-based service selection approaches assume that the QoS information (e.g., availability of Web service) is pre-existing and readily accessible with guaranteed quality, which unfortunately is not always the case, as indicated by Zheng et al. in their work [8]. Service providers may not be able to deliver the QoS they promised and some QoS properties (e.g., network latency, invocation failure-rate, etc.) are highly related to the locations and network conditions of the service users. This makes such kind of approaches impractical to be used...
in many applications. By combining the traditional user-based and item-based collaborative filtering methods, the approach proposed by Zheng et al. [8], [18] can overcome the problem and mostly importantly, does not require service invocations in order to obtain the values of user-dependent QoS properties.

The work by Chen et al. [19] presents RegionKNN, a collaborative filtering algorithm that is designed for large-scale Web service recommendation. This approach considers service users’ physical locations and proposes a region model by considering the QoS characteristics of Web services. A refined nearest-neighbor algorithm is then developed for QoS-based service recommendation. In [46], Shao et al. propose a collaborative filtering based approach for mining users’ similarities and predicting QoS values for Web services. In a very recent effort, Yu et al. [47] specifically tackle the data sparsity issue by proposing an algorithm based on the regularized Matrix Factorization.

Unfortunately, as discussed at the beginning of this paper, CF-based approaches have several inherent limitations. Since such approaches rely on interactions of Web services performed by other users, newly-deployed Web services cannot be recommended (i.e., the cold-start problem). In addition, the recommended services may be completely different (in terms of functionality) from the ones interacted by a given user in the past. In our work, we extend the collaborative filtering methods by considering semantic content similarities of services used by similar users. Our approach can effectively address the limitations of these CF-based service recommender systems.

6.2 Content-based Methods for Service Recommendation

The content-based approaches recommend items similar to those that a user appreciates based on the item’s characteristics (e.g., functionalities). The cold-start issue can be successfully solved by content-based approaches. However, such approaches typically require end users to know what keywords to use for a specific kind of services, which can be difficult for end users.

The techniques on content-based recommendation can be classified into two categories: syntactic and semantic based approaches. Syntactic-based methods focus on string manipulation and thesauri approaches to correlate services discovery. Woogle [15] is one of the very earliest work in this direction. In Woogle, Dong et al. propose a Web service discovery approach based on matching users’ requirements and the functionalities of Web services. In particular, with the help of the co-occurrence of the terms appearing in service inputs and outputs, names of operations and descriptions in services, the authors develop a set of similarity search primitives that algorithms can use to match Web services. In a recent effort, WS-Finder [5], Ma et al. improve existing Web service discovery techniques by employing the Earth Mover’s Distance (EMD) for many-to-many partial matching between contents of user queries and service attributes. A $k$-NN algorithm is then used to produce top-$k$ services for users. Blake and Nowlan [24] develop a Web service recommender system by exploiting an enhanced syntactic approach to compare the content of Web services. The approach aggregates and analyzes Web service messages and recommends services to end users. An interesting part of the work is the concept of naming tendency that is used to link strings from end users (e.g., queries) to the strings used in the definition of Web services (e.g., operation name, input and output). In general, syntactic-based approaches have limitations to suggest high quality recommendations.

In contrast, semantic-based methods recommend Web services by exploiting the semantic description of their functionalities using ontological descriptions [35]. OWL-S$^8$ is the first major ontology definition language for describing the semantics of services. There have been also efforts in developing languages for RESTful services such as the Web Application Description Language (WADL)$^9$ and SA-REST [48]. In [34], Lécué and Delteil exploit a semantic similarity measure in Web services selection and composition. However, most existing semantic-based approaches focus only on standard semantic reasoning (i.e., subsumption) when inferring semantic similarities. Similarities between other parts (e.g., preconditions and effects) are seldom considered. In [37], Lécué continues his work in this direction and develops a complete specification of semantic service description by considering different levels of service recommendations.

6.3 Hybrid Methods for Service Recommendation

By combining both collaborative filtering and content-based methods, hybrid approaches for service recommendation can incorporate the advantages of the both methods while eliminating the weaknesses found in each approach [49], [41]. Hybrid approaches have improved prediction performance and overcome the cold start and sparsity problems of CF methods. Although hybrid recommendation approaches have been actively proposed in other areas such as e-Commerce [41], there is very limited work in the literature exploiting hybrid methods for Web service recommendation. The work presented in [37] is the only effort we are aware in this direction. Unfortunately, the paper largely focuses on proposing an approach to recommend services based on semantic content similarities of Web services. It remains unclear on how the collaborative filtering and content-based methods are integrated.

Our work presents a hybrid approach for better Web service recommendation by systematically combining both methods together. In particular, we propose a three-way aspect model that considers both QoS ratings and the semantic content of Web services. User preferences are modeled as a set of latent variables in the aspect model [26], which can be statistically estimated using the expectation maximization (EM) method. To avoid overfitting problems caused by data sparsity, we further propose two strategies.

---

8. http://www.w3.org/Submission/OWL-S.
The first one is to pre-process data matrix using a data smoothing technique and the second one is a modified aspect model that captures relationship between users and semantic content descriptors of Web services. To the best of our knowledge, our work is one of the first that combines collaborative filtering and content-based approach for Web service recommendation.

7 CONCLUSION AND FUTURE WORK

Web service recommendation and selection is a fundamental issue in service oriented computing. Existing Web service discovery and recommendation approaches focus on either the perishing UDDI registries, or keyword-dominant, QoS-based Web service search engines. Such approaches possess many limitations such as poor recommendation performance and heavily relying on the input from users (e.g., preparing correct queries). In this paper, we have proposed a novel hybrid approach for effective Web service recommendation. Our approach exploits a three-way aspect model that systematically combines classic collaborative filtering and content-based recommendation. The proposed hybrid approach simultaneously considers the similarities of user ratings and semantic content of Web services. Our approach is validated by conducting extensive experimental studies using 3,693 real-world Web services publicly available from the Internet. The experimental results show that our approach outperforms the conventional collaborative and content-based methods in terms of recommendation performance.

Our future work includes exploring more refined/personalized Web service recommendation by considering the specific contexts (e.g., goals that an end user would like to achieve, physical situations, etc.). We also plan to apply our approach to other areas such as service clustering.
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