In-vivo and offline optimisation of energy use in the presence of small energy signals – A case study on a popular Android library
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ABSTRACT

Energy demands of applications on mobile platforms are increasing. As a result, there has been a growing interest in optimising their energy efficiency. As mobile platforms are fast-changing, diverse and complex, the optimisation of energy use is a non-trivial task.

To date, most energy optimisation methods either use models or external meters to estimate energy use. Unfortunately, it becomes hard to build widely applicable energy models, and external meters are neither cheap nor easy to set up. To address this issue, we run application variants in-vivo on the phone and use a precise internal battery monitor to measure energy use. We describe a methodology for optimising a target application in-vivo and with application-specific models derived from the device’s own internal meter based on jiffies and lines of code. We demonstrate that this process produces a significant improvement in energy efficiency with limited loss of accuracy.

CCS CONCEPTS

• Computing methodologies → Genetic programming; • Hardware → Batteries; • Software and its engineering → Search-based software engineering;
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1 INTRODUCTION

Energy demands on mobile platforms are increasing as users spend more time on their devices [37] and their applications become more powerful. In response, hardware manufacturers have given a very high priority to improving battery capacity [38] and operating system vendors have started to ration energy-hungry resources [19]. Unfortunately, it is still the case that mobile application vendors can produce applications that use too much energy [27]. A cause of this problem is a lack of developers’ skills in optimising applications for energy [30]. Search-based software engineering (SBSE) can help address this problem through automated search for energy-efficient variants of mobile software [3, 26].

Current work in automated optimisation of energy use has employed models derived from external meters to drive search [5, 7, 9, 26, 34]. However, as operating system behaviour becomes more complex and platforms become more diverse, such models are becoming less generally applicable [13]. An alternative approach to energy evaluation is to test application variants for energy use in-vivo, i.e., on the device itself [3] using the device’s internal meter.

Contributions. In this work we use measurements from the device’s own internal meter that, for the first time:

(1) build energy models that are subsequently used for successful optimisation of energy use of a CPU-bound application and, alternatively,

(2) successfully guide the same optimisation task using direct sampling of the internal meter during optimisation.

By using the internal meter of the phone we make progress toward optimisation processes customised to each platform and its current software environment. As hardware platforms and software configurations become more complex and diverse we envisage the ability to create custom models in this way will become increasingly important.

We also demonstrate that it is possible to overcome the relatively low accuracy and resolution of the internal meter through:

(1) simple rewrites to the code of the source application to amplify the signal the code produces whilst running in its test harness, and

(2) by performing an initial in-vivo sensitivity analysis to identify the most promising targets for optimisation within the application code.

Through these measures we demonstrate that it is possible to significantly reduce the energy use of Rebound: a short-running physics library, for animating GUI interfaces that is installed on over 1 billion devices worldwide.
The rest of the paper is structured as follows. After putting our work into the context of existing work in the next section, we present our experimental methodology and describe our preliminary experiments in Section 3. Section 4 describes the energy optimisation experiments, their results and their validation. Finally, we present our conclusions in Section 5.

2 RELATED WORK
Related work can be divided into work that builds energy models for CPUs on mobile devices and work that performs automatic energy optimisation on code.

In terms of CPU energy models, many works have used an external meter to help derive energy models [11, 17, 22, 31]. Such meters, while accurate, are increasingly difficult and expensive to set up, among other issues, because batteries are often non-removable nowadays and because batteries and devices communicate – this is difficult to mimic if all one has is an external power meter that cannot cover the communication protocols of various battery manufacturers.1 In contrast, this work uses the easy-to-access internal meter (a specialised battery fuel gauge chip with various compensations) for both model-building and in-vivo optimisation. Loosely related here are specialised profilers such as Trepn [20] for Qualcomm processors have their place, however, it is not trivial to integrate their results into the model-building process for arbitrary code involving entire smartphones. In contrast to these approaches, we use the battery’s internal meter to obtain the energy readings for the model-building. This Maxim MAX17505 fuel gauge compensates measurements for temperature, battery age and load [21] and it is an adequate substitute of an external meter if the measurement periods are sufficiently long [4].

In addition, the code instrumentation procedure used for modelling in this paper is simpler and less labour intensive than the techniques in [15, 16, 25]. For example, the vlen tool [25] calculates energy use of apps at source line level using an external meter readings combined with program analysis and statistical modelling. Another example is the elens tool [16], which is a technique based on program analysis and the Software Energy Environment Profiler (SEEFP) that estimates energy usage of Android APIs. SeeP is a labour intensive and inflexible to maintain, as there are thousands of APIs in Android SDK, and they evolve rapidly at rate of 115 API updates per month [29]. In addition, the work in [11, 35] measures the energy use of instructions at microprocessor level. Their results show that the variation in energy use between different instructions is relatively small. We make this one of our assumptions, but validate the trade-off configurations in the end on the device nevertheless. Our approach is similar to the work of [13, 41], which uses a battery monitor unit to measure energy usage and correlates it with CPU utilisation. Our work also extends the modelling process to the relationship between energy and lines of code (LOC).

There are several studies that use SBSE to improve the energy efficiency of software on desktop platforms [7, 9, 34]. All of that work builds the models from external meter readings and uses a single-objective technique. In contrast to this, our research targets mobile devices, which have been shown to be a hostile environment for such experiments [3].

In terms of portable devices, [8] applied a multi-objective optimisation technique trading off energy consumption (measured externally) on a raspberry pi, and [27] utilised an optimisation approach to trade off energy use of an OLED screen (model-based) against a measure of user-experience. We utilise both generated models and live battery readings to discover energy-accuracy trade-offs both in-vivo and off-line.

3 METHODOLOGY
This section outlines the setup of the experiments described in this work. In the following we describe, in turn: the target application that we use to demonstrate our approach; the evolutionary search framework used; the fitness function; the methodology for defining the search space; and the initialisation process for the search.

3.1 Target Application
In this section, we first list the requirements that target applications must satisfy for a subsequent optimisation. Then, we introduce our chosen application, characterise its test cases and define how we measure the impact of optimisation on the application’s behaviour.

To be considered a target for optimisation, we require open-source applications to satisfy the following requirements: (R1) widely used, for maximum impact; (R2) computationally intensive, for potential room for improvement; (R3) provide tests that allow for gradual deviations from target outputs.

Interestingly, many open source applications do not satisfy the last requirement, as tests tend to focus on functional property checks such as data extraction from files, listening to events, user interface tests, and so on.

Following a comprehensive search for applications that satisfy all requirements, we use Rebound2 in this study. Rebound is a Java library that models spring dynamics. The spring models in Rebound can be used to create animations that feel natural by introducing real world physics to applications. For example, in complex components like pagers, toggles, and scrollbars. Major apps that use Rebound include Evernote, Slingshot, LinkedIn, and Facebook Home.

The focus of our optimisation is Rebound’s Spring class in the com. facebook. rebound package. This class implements a classical spring using Hooke’s law with configurable friction and tension. Inside this class, the advance function is responsible for the physics simulation based on SOLVER_TIMESTEP_SEC sized chunks. The computations include, among others, Euler integrations and calculations of derivatives. Interestingly, some level of performance optimisation has already been performed, as evidenced by the source comment “The math is inlined inside the loop since it made a huge performance impact when there are several springs being advanced.”

Rebound comes with 44 test cases that vary significantly in nature. Those that perform the actual physics calculations are most important for us: these are (i) relatively time consuming and (ii) deviations from the exact results may be acceptable if energy consumption is decreased as a result of a configuration change.

---

1In our preliminary testing with external meters, our modern devices would either not start or they would shut down abruptly when we would leave the battery communication pin(s) unconnected.

Interestingly, the original test cases do not result in a quality of 0, but in a tiny non-zero value. This is due to tests not resulting in exactly the spring speed and position values provided in the test oracle. To address this, we adjust the test oracles based on the actual output of the code on the device.

### 3.2 Evolutionary Framework

In our main experiments we use NSGA-III [12] to optimise two objectives: energy use by Rebound and the deviation of the output of the modified application from the original. We use this state-of-the-art algorithm to explore the multi-objective configuration spaces that result from our ways of measuring and predicting energy use. Individuals in the search space are variants of the Rebound application. These variants are created during search using deep parameter optimisation (DPO) [6, 40]. DPO is a genetic improvement technique [33] where variants are produced by mutating constants (deep parameters) found within its source code, and which are typically not accessible to a user. These deep parameters are exposed to the search process by automatically lifting them to be encoded as explicit constants.

For Rebound, our framework exposes integer and double constants within the source code. This starts by replacing those constants with placeholders. The placeholders are calls to read each placeholder’s value from a configuration file. In most genetic improvement research, modifications to the source-code require re-compilation before evaluation. This can be costly – in our case, recompilation carries a penalty of 20-30 seconds. Encoding individuals as configuration files for the exposed parameters eliminates the cost of recompiling Rebound variants. The configuration file is read once per execution and thus incurs a fixed energy overhead though. As the file size remains stable, we assume this read overhead to be constant across any and all evaluations, and therefore it does not effect the outcomes of the search process.

### 3.3 Fitness Functions

Two fitness functions are used in this work: the energy used by an individual program variant and the accuracy of that program variant.

#### 3.3.1 Fitness: Energy

In our experiments, we compare three alternative methods to measure fitness: in-vivo measurement; on-phone measurement of CPU utilisation (Jiffies); and a Lines-of-code (LOC) proxy for energy use running on a computer. In all cases the proxies model CPU-usage.

**In-Vivo Energy Measurement.** One way to measure the energy use of a program variant is to perform experiments on a working platform – in-vivo – and sample an internal battery meter before and after the trial run. In our experiments our target platform is the HTC Nexus 9 running the Android 6 operating system. The special feature of this device is that it is equipped with the Maxim MAX17050 fuel gauge chip that compensates measurements for temperature, battery age and load [21], which provides an adequate substitute of an external meter if the measurement periods are sufficiently long [4]. Android 6 is used in our testbed as its market share of Android flavours was 32% and 25% for the second half of 2017 and first half of 2018, respectively. In the remainder of this article, we will use nWh as the unit, as this is the battery gauge chip’s provided resolution.

In running the optimisation process a great deal of care is required to avoid systematic noise induced by dynamic CPU speeds, effects of heat, non-linearity in battery response, overheads of memory logs, garbage collection, communication and UI devices, and sleep modes. For the detailed description, we refer the interested reader to [3].

**Dealing with small energy signals.** One problem specific to Rebound is test-harness overhead. As it is pointed out in [23], test duration is inversely proportional to smallest detectable impact. The easiest way to increase test duration is to repeat the whole test case several times to increase the energy signal. However, the test harness overhead for Rebound is bigger than the run-time of the software being optimised – by a factor of four-to-one. One can
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**Figure 1:** Actual energy use of Rebound as a function of jiffies and LOC.
alleviate the overall overhead by repeating only the core application or function under test multiple times within each test case to ensure the test run spends a greater percentage of time running the program under mutation. Unfortunately, for Rebound this approach is not effective because the overhead in running each test case, e.g. state changes in the JVM caused by multiple runs and setting up listeners, is still large compared to the target code. In these cases, even with repetition, the code that is not subject to optimisation dominates the code being optimised. In addition, in memory constrained environments such as smart-phones, the impact of just re-running the tests fills up the application’s allocated heap portion, which causes frequent Garbage Collector (GC) invocations to free the allocated memory. This notably increases the test time as well as it adds more noise to the collected energy signal [2, 18]. We address this problem in our experiments by instrumenting the code to be optimised with dummy loops after each line of code. This simple approach serves to amplify the effect of any change to the parameters of the original code. In a setting where code structure is being optimised this technique can be applied automatically with a tool such as JavaParser.\(^3\)

Note that, by using dummy loops, we make the assumption that all lines of code are equal in terms of usage, however, different instructions can have small differences in energy consumption [35, 36]. However, in this setting, where the target code exclusively uses CPU and RAM, the assumption of uniform usage doesn’t adversely affect search. Of course, final validation of the optimised configuration using the non-amplified code is required and this validation is presented later.

**CPU Utilisation Model.** To build the CPU utilisation model for the Nexus 9, the amplified version of Rebound, used for the in-vivo energy measurement above, is run with a set of 15 different configurations\(^5\). Each run is repeated eleven times at different CPU frequencies. During the run, the system statistics are accessed for system software clock expressed in jiffies counts as a measure of CPU utilisation. In these experiments, the precautions described in [3] were taken to minimise the effects of temperature, memory consumption, file-system overhead, hardware and software governors, and other peripheral devices.

Figure 1(a) shows the mapping of jiffies to energy use, for different CPU frequency levels. As can be seen, the CPU utilisation expressed in jiffies and energy use is linear. While this finding for Rebound on our hardware aligns with other works in the literature [14, 39, 41], such relationships do not, by any means, hold in all settings and can even vary across devices [13, 28].

**Lines-of-Code Model.** As another basis for comparison, we use the number of executed lines-of-code (LOC), to estimate the energy consumption. In this model we use experimental data from profiling the CPU at 1.4 GHz. It can be observed from Figure 1(b), the energy consumption linearly correlates with the executed LOC for Rebound. The \(R^2\) of the model is 0.99, indicating a strong correlation. Moreover, the computed mean absolute percentage error is less than 1%.


\(^5\)We use these configurations to vary the CPU workload.

### 3.3.2 Fitness: Accuracy

The second dimension of the fitness function is the accuracy of Rebound’s output. When the Rebound library is run, it produces a single-dimensional trace of spring positions. In this work, the accuracy is determined by comparing the trace produced by the Rebound variant with the original Rebound. Variants whose traces closely track the original trace receive high accuracy. Major deviations from this trace receive low accuracy.

### 3.4 Refining the Search Space

The search space for the optimisation of Rebound are constants lifted from the code for the purpose of deep parameter optimisation. There are dozens of such parameters, which is an impractically large number to optimise with a quite limited number of function evaluations. To reduce the number of parameters, we conduct a sensitivity analysis to isolate the parameters to which the energy consumption of Rebound is most sensitive.

We profile Rebound by running its test suite and compute the code coverage to determine the frequently executed methods. In our case we find that most calculations are performed in just one Java class, Spring. For example, the previously mentioned advance method, which performs the physics calculations, is the second-most called method (9406 times).\(^6\) These calculations are mainly executed inside a loop, which is considered an energy hotspot [1]. The most frequently called method is isATRest (20340 times, also in Spring), which performs a rather simple calculation. All other methods consume relatively few computational resources. This class is therefore targeted exclusively as the other classes are unlikely to contain parameters that are worth optimising.

The class Spring contains 24 parameters. To check their impact on energy use, each parameter is multiplied by \((10^x)^6\), where \(x\) is an integer in the range \([-3, 3]\). The test is then executed 11 times for each parameter’s setting. One test run takes about 15 seconds. The parameters fall into three categories with respect to tests. First, **sensitive** parameters are those where the applied changes induce a significant change in energy use — these are worth optimising. Second, **insensitive** parameters create little change in energy consumption. Third, **too-sensitive** parameters cause a timeout in response to changes in parameter values. Within the category of sensitive parameters, alterations to values may reduce loop iterations [32], or disable certain costly branches [40] to reduce energy usage. Because we permit deviation from the test oracles, it is likely that trade-offs can be found to minimise the consumed energy at the expense of test quality [8]. For the purposes of optimisation, the sensitive parameters are represented by an \(n\)-tuple of numbers to form a solution. A fitness value for the objectives of energy and accuracy is assigned to each solution.

Among the 24 parameters in Spring, nine parameters can be classified as sensitive. Since the number of evaluations is limited in our experiments, we furthermore select from these nine only those parameters that reduce the overall CPU utilisation (i.e. CPU jiffies) by at least 20%. Table 1 shows the selected five parameters, the number of jiffies required to run the test suite and the reduction percentage. Interestingly, the impact on CPU use starts to appear only after at least two magnitudes of change in all parameters,

\(^6\)Determined by Corbertura 2.1.1, available at http://cobertura.github.io/cobertura/, accessed 10 May 2018. The total class/line/branch coverage is 40%/61%/61%. 
except for Spring DOUBLE 24_1 which dramatically decreases the number of jiffies (reduction by 91%). These findings conform with previous research on deep parameter optimisation, which indicate that the majority of exposed parameters are not worth optimising [6, 40].

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Multiplication Factor</th>
<th>Jiffy</th>
<th>Reduction %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>n/a</td>
<td>1524</td>
<td>n/a</td>
</tr>
<tr>
<td>Spring DOUBLE 26_1</td>
<td>1000</td>
<td>116</td>
<td>92%</td>
</tr>
<tr>
<td>Spring DOUBLE 24_1</td>
<td>0.001</td>
<td>128</td>
<td>91%</td>
</tr>
<tr>
<td>Spring DOUBLE 26_1</td>
<td>10</td>
<td>397</td>
<td>74%</td>
</tr>
<tr>
<td>Spring DOUBLE 377_3</td>
<td>1000</td>
<td>1000</td>
<td>34%</td>
</tr>
<tr>
<td>Spring DOUBLE 46_1</td>
<td>1000</td>
<td>1034</td>
<td>32%</td>
</tr>
<tr>
<td>Spring DOUBLE 377_1</td>
<td>1000</td>
<td>1034</td>
<td>32%</td>
</tr>
<tr>
<td>Spring DOUBLE 377_3</td>
<td>100</td>
<td>1048</td>
<td>31%</td>
</tr>
<tr>
<td>Spring DOUBLE 377_1</td>
<td>100</td>
<td>1049</td>
<td>31%</td>
</tr>
<tr>
<td>Spring DOUBLE 46_1</td>
<td>100</td>
<td>1181</td>
<td>23%</td>
</tr>
</tbody>
</table>

Table 1: The five selected parameters after the sensitivity analysis. The parameters’ names reflect their properties. For example, Spring DOUBLE 377_3 is the third floating-point number used in line 377 of the Spring class.

Figure 2 shows a comparison between the original configuration (default values) and the selected parameters for optimisation. As can be seen, the search space is non-monotonic. For example, changes to SPRING DOUBLE 26_1 can drastically improve the energy efficiency after being multiplied by 10 and 1000, however, multiplying it by 100 (and by quite a few other numbers not listed here) results in timeouts.

3.5 Initialisation

While we could create the initial population (i.e., the initial set of program configurations) by generating random solutions, we attempt to maximise diversity by sampling both energy-hungry and energy-frugal values for parameter settings.

As with the sensitivity analysis, we base the seed population on the original program configuration, and then multiply selected parameters by factors of the form $10^n$. The exponent here is randomly drawn from a Gaussian distribution with $\sigma = 3$, to allow us to cover an even greater space than the original sensitivity analysis.

Individuals are generated until the initial population is seeded with $\mu = 25$ valid parameter vectors. We limit the perturbations to only two parameters (dimensions) per solution, to reduce the number of timed-out (invalid) solutions generated: we found that one and two dimensional changes in one solution take require than 50 trials while more changes take up to 120 trials. Figure 3 shows an example of an initial population.

4 EXPERIMENTS

As mentioned previously, we use NSGA-III [12], a genetic algorithm designed for multi-objective search, as implemented by the MOEA Framework. Three experiments are conducted where energy use obtained by the internal meter, and via our jiffy and LOC models. The in-vivo experiments were conducted on Nexus 9 tablet running Android 6, whereas the off-line experiment (using the LOC model) was performed on a Windows 10 machine with 16GB memory and Intel i7-6700 CPU clocked at 3.4GHz.

Note that we use the algorithm purely for the purpose of navigating the trade-off space, and as part of this study to optimise small energy signals. For a current overview of current multi-objective algorithms, we refer the interested reader to [10, 24].

Any parameter is constrained to values between 0 and 10000; their original values are between 0 and 6. With a population size of $\mu = 25$, we seed the initial generation using the steps described above. With this setup we run for 1250 evaluations. Since two of the experiments run in-vivo (optimisation based on internal meter readings and the jiffy model), we use similar settings to those found in [3] to overcome Android’s challenges for energy optimisation experiments. In addition, we limit the generation size to avoid any variation in voltage, as this is a real energy-based experiment. In case of having a generation full of invalid solutions (worst case scenario), the timeouts are responsible for longer runtimes, and thus for longer discharge phases, voltage drops, and less reliable readings.

4.1 Results

4.1.1 Configurations in the objective space. Figure 4 shows a summary of the results. In the left column, we show the evaluated solutions as well as the Pareto front obtained. In the right column, we focus on the nine to twelve solutions of the Pareto front and the values of the corresponding decision variables.⁶

Let us start with the topmost row, i.e., the results for the optimisation that ran in-vivo and that used the raw energy readings as provided by the battery sensor. As can be seen, there are nine non-dominated solutions. In terms of energy efficiency, the best solution found uses 2.4 mWh in the raw energy optimisation, and the optimiser took 991 fitness evaluations to find it. This compares favourably with 13.4 mWh used by the original configuration. On the other hand, its accuracy deviates by 1.2 on overall, and it passes only one test, making it the worst solution on the front in terms of accuracy.

Let us briefly investigate a particular solution to see the trade-off of how a configuration change affects energy consumption. In the run that used the raw readings, the solution with the second-lowest energy consumption (second marked red dot from the left) consumes 4.5 mWh and has an acceptable deviation from the test oracle. Although it fails to pass five test cases, its deviation is relatively small with average of average absolute deviation of 0.09. Figure 5 shows the results of testing the Spring positions/steps while being in motion on all six tests. As can be seen, after evolving the new values, the deviation is very small and might not even be noticeable by a user.

⁶In the context of multi-objective optimisation, the optimal solutions are also referred to as non-dominated solutions, and they form the so-called Pareto front. In a minimisation problem, a solution $x$ is considered non-dominated in comparison to another solution $x’$ when no objective value of $x’$ is less than $x$ and at least one objective value of $x’$ is greater than $x$. For a more comprehensive introduction we refer the interested reader to [10, 24].
Coming back to Figure 4, the second and third rows show the optimisation results obtained based on our jiffy and LOC-based energy models. In the extreme case, the energy use was reduced to 2.95 mWh and 3 mWh.

For a quick check of the diversity along the two objectives, we use the coefficient of variation (CV). For the optimisation based on raw readings, the CV values are 55% and 163% for energy use and accuracy. The CV values for the fronts resulting from the model-based optimisation are comparable: for energy/oracle deviation they are 56%/192% and 63%/186% for the jiffy and the LOC models.

4.1.2 Configurations in the decision space. The right column of Figure 4 illustrates the actual solutions of the Pareto fronts in the three experiments. To allow for an easy comparison with the original configuration, we provide the solutions as factors applied to the original configuration. These Pareto-optimal solutions are sorted from left to right in increasing order based on their increase in energy consumption (and thus in decreasing order of test deviation).

Quite surprisingly, the solutions of the three fronts are relatively similar. For example, DOUBLE_46_1 (blue) is almost always increased by about five orders of magnitude. This parameter represents the rest-speed threshold at which the Spring is determined to be at rest. Also, DOUBLE_24_1 (dark green) is modified by two to four orders of magnitude, and the others often just comparatively little. To us, this is additional evidence that (1) the developed models are consistent with the real world, and (2) the results are reproducible, even when using a different model or the real device.

When we have a closer look at the individual fronts, additional patterns emerge. For example, as energy consumption increases from left to right, DOUBLE_24_1 (dark green) appears to be decreasing in the model-based results. Regarding the other constants, higher order dependencies exist, so no one single parameter “drives” the tradeoff.

4.2 Pareto Front Validation

Next, we validate solutions found on the three Pareto fronts. The validation process consists of removing the dummy-for loops, and running the test suite by repeating the actual call to the advance function 1000 times. During the test run, the energy is measured by the internal meter. The test run is repeated 31 times for each solution.

Figure 6 shows the result of the validation and a comparison with running the default values of the parameters with the same settings. As can be seen, all of the optimised variants have a significant difference compared to the original settings. This indicates the feasibility of using energy models as a fitness function. Despite the battery’s internal meter being less accurate than expensive external meters, the results demonstrate that it can be used for optimising energy efficiency in-vivo. This is because these types of internal meters are precise and therefore can be used to rank solutions in terms of energy use. Also, this does not require developers to have a special skills to obtain energy readings.

To determine whether the difference between the amount of energy consumed by the original version and evolved variants of each subject is statistically significant, we use the right-tailed Wilcoxon rank-sum test, where the alternative hypothesis states that the median of the original configuration is greater than the median of the improved variant. We chose Mann-Whitney-Wilcoxon test due to the observation of having non-normal distribution. All obtained $p$-value for each test are less than 0.005, indicating a highly significant difference in the results. For instance, the $p$-values for the solutions raw 1 and jiffy 1 in comparison with the original configuration are $1.3 \cdot 10^{-4}$ and $1.4 \cdot 10^{-9}$, which we consider to be highly significant.

In order to better quantify our improvements, we measured the test framework’s overhead by running the test suite with an empty advance function. It was found that the overhead amounts to 66%...
of the default configuration runs (based on the median of each set of the 31 runs of each setup). After deducting it from the results in Figure 6, the actual improvements in the energy efficiency of running Rebound’s test cases using the found configurations range between 7-22% (based on the medians) across the seven shown solutions. We conjecture that Rebound’s developers might not be aware of such an energy improvement at the expense of a slight deviation from the functional requirement.

Finally, we use a Nexus 6 phone running Android 6 to check if the evolved solutions can improve the energy efficiency on another device other than the Nexus 9. In terms of hardware specifications, both devices are drastically different. For example, The Nexus 6 is powered by a 2.7 GHz quad-core Snapdragon 805 processor with 3 GB of RAM, while the Nexus 9 has 2 GB of memory and its system chip is NVIDIA Tegra K1 with a 2.3 GHz dual-core Denver CPU. It is worth mentioning that the battery fuel gauge on Nexus
approach. When it comes to minimising the consumption of energy, one has to deal with noisy sensors, huge search spaces, and long evaluation times.

In this article, we demonstrated that it is possible to detect small changes in energy consumption using code rewriting. This was required to explore the configuration space of an Android physics library. To speed up the optimisation process, we created models based on runtime and lines-of-code, which were sufficiently precise to guide the optimisation. The former still requires to be run on the device, however, it no longer requires to connect and disconnect the device for each configuration evaluation. The latter model can run entirely on the computer and thus is significantly faster.

The results show that substantial energy savings of up to 22% can be achieved for our target application (after deducting the test overhead), at comparatively little deviation from the functional requirement.

In the future, we will tackle video decoders that are embedded deep within the operating system, and the inherently noisy data communication.
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