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Introduction

Object detection is a type of classification problem.

Object detection requires that we locate a specific object in an
image, if it is there.

» It thus requires deciding whether an object is in an image, and
if so determining its bounding box.

» This implies that the object can appear anywhere in the image
(whereas for classification images tend to have one item only).





Introduction (cont.)

The challenge in object detection is the number of locations at
which an object might appear in a single image.

» A megapixel image has 10° locations at which an object can
occur. If it can have 10 scales, and 10 rotations, then there
are 10® patches that need to be checked.

» A false-positive rate of 1 in 10~ will give 100 false positives
per class per image.

» Special purpose detectors are constructed to find instances of
the target object very rapidly given an input image.





Face detection
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Pedestrian detection

Volvo demo video:






Object Detection: Impact of Deep Learning
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Figure copyright Ross Girshick, 2015. yea r
Reproduced with permission.





Object Detection as Classification: Sliding Window

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? NO
Cat? NO
Background? YES
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Object Detection as Classification: Sliding Window

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? NO
Cat? YES
Background? NO

Problem: Need to apply CNN to huge
number of locations and scales, very
computationally expensive!





Region Proposals

e Find “blobby” image regions that are likely to contain objects
e Relatively fast to run; e.g. Selective Search gives 1000 region
proposals in a few seconds on CPU

Alexe et al, “Measuring the objectness of image windows”, TPAMI 2012

Uijlings et al, “Selective Search for Object Recognition”, IJCV 2013

Cheng et al, “BING: Binarized normed gradients for objectness estimation at 300fps”, CVPR 2014
Zitnick and Dollar, “Edge boxes: Locating object proposals from edges”, ECCV 2014





R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



R-CNN

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.

InPUt |mage Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



R-CNN

L Warped image regions

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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InPUt |mage Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



R-CNN
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Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



R-CNN

Bbox reg || SVMs
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Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



R-CNN: Problems

 Ad hoc training objectives e TS Bbox reg || svms
- Fine-tune network with softmax classifier (log loss) (ohorreg | [svvs |
» Train post-hoc linear SVMs (hinge loss)

» Train post-hoc bounding-box regressions (least squares)

* Training is slow (84h), takes a lot of disk space

* Inference (detection) is slow
» 47s [ image with VGG16 [Simonyan & Zisserman. ICLR15]
» Fixed by SPP-net [He et al. ECCV14]

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Slide copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN

Input image

Girshick, “Fast R-CNN”, ICCV 2015.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN
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Girshick, “Fast R-CNN”, ICCV 2015.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN

Reg|on5 of ﬁ@:i/ conv5” feature map of image

Interest (Rols)
from a proposal
method

ConvNet

Input image

Forward whole image through ConvNet

Girshick, “Fast R-CNN”, ICCV 2015.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN

“Rol Pooling” layer
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Girshick, “Fast R-CNN”, ICCV 2015.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN
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Girshick, “Fast R-CNN”, ICCV 2015.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Fast R-CNN
(Training)

Log loss + Smooth L1 loss
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Figure copyright Ross Girshick, 2015; source. Reproduced with permission.



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0



Faster R-CNN: Rol Pooling

Divide projected
proposal into 7x7
grid, max-pool

Project proposal
onto features

Fully-connected

within each cell layers
Hi-res input image: Hi-res conv features: Rol conv features:  Fully-connected layers expect
3 X 640 x.480 512 x 20 x 15; 512 x7x7 low-res conv features:
with region for region proposal 512x7x7

proposal Projected region

proposal is e.g.
512x 18 x 8

(VarieS per proposal) Girshick, “Fast R-CNN”, ICCV 2015.





R-CNN vs SPP vs Fast R-CNN
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Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015





R-CNN vs SPP vs Fast R-CNN
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Tral n l ng tl me (Hou rS) I Including Region propSsaIs I Excluding Zegion Proposals

SPP-Net 4.3
SPP-Net r2-3
Fast R-CNN 8.75 |
as o B 23 Problem:
0 o5 50 75 100 032 Runtlrr_le dominated
0 15 by regionsproposals!

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015






Faster R-CNN:

Make CNN do proposals!

Insert Region Proposal
Network (RPN) to predict
proposals from features

Jointly train with 4 losses:

1. RPN classify object / not object

2. RPN regress box coordinates

3. Final classification score (object

classes)
4. Final box coordinates

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 e -7 CA

Figure copyright 2015, Ross Girshick; reproduced with permission
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Faster R-CNN:

Make CNN do proposals!

R-CNN Test-Time Speed
R-CNN
SPP-Net
Fast R-CNN 2.3

Faster R-CNN| 0.2
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Detection without Proposals: YOLO / SSD
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Redmon et al, “You Only Look Once:
Unified, Real-Time Object Detection”, CVPR 2016
Liu et al, “SSD: Single-Shot MultiBox Detector’, ECCV 2016

Divide image into grid
7x7

Image a set of base boxes
centered at each grid cell
Here B =3

Within each grid cell:

- Regress from each of the B
base boxes to a final box with
5 numbers:
(dx, dy, dh, dw, confidence)

- Predict scores for each of C
classes (including
background as a class)

Output:
7x7Tx(5*B+C)





Detection without Proposals: YOLO / SSD

Go from input image to tensor of scores with one big convolutional network! .

Within each grid cell:

- Regress from each of the B
base boxes to a final box with
5 numbers:
(dx, dy, dh, dw, confidence)

- Predict scores for each of C
classes (including
background as a class)

Input image Divide image into grid Output:
3xHxW 7 x7 7x7Tx(5*B+C)
Image a set of base boxes
Redmon et al, “You Only Look Once: centered at each grid cell
Unified, Real-Time Object Detection”, CVPR 2016 Here B — 3

Liu et al, “SSD: Single-Shot MultiBox Detector’, ECCV 2016





Object Detection: Lots of variables ...

Base Network Object Detection Takeaways
VGG16 architecture Faster R-CNN is
ResNet-101 Faster R-CNN slower but more

Inception V2 R-FCN accurate
Inception V3 SSD

Inception SSD is much
ResNet Image Size faster but not as

MobileNet # Region Proposals accurate

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017

R-FCN: Dai et al, “R-FCN: Object Detection via Region-based Fully Convolutional Networks”, NIPS 2016

Inception-V2: loffe and Szegedy, “Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift”, ICML 2015
Inception V3: Szegedy et al, “Rethinking the Inception Architecture for Computer Vision”, arXiv 2016

Inception ResNet: Szegedy et al, “Inception-V4, Inception-ResNet and the Impact of Residual Connections on Learning”, arXiv 2016
MobileNet: Howard et al, “Efficient Convolutional Neural Networks for Mobile Vision Applications”, arXiv 2017





Aside: Object Detection + Captioning

= Dense Captioning

people are in the background
sign on the wall

light on the wall man wearing a white shirt

man with
black hair
man sitting
on a table white laptop
on a table
man wearing man sitting
blue jeans on a table
woman
wearing a
blue jeans on e el

the ground
chair is brown

man sitting on a bench
floor is brown

man wearing black shirt

man wearing a black shirt
elephant is standing

red shirt on a man

large green elephant is brown
trees
roof of a
building
trunk of an
elephant green trees
in the
background
rocks on ¥
the ground =g
: leg of an
bal] is elephant
white A
ground is leg of an
visible i elephant

shadow on

ground is brown the ground

elephant is standing

Johnson, Karpathy, and Fei-Fei, “DenseCap: Fully Convolutional Localization Networks for Dense Captioning”, CVPR 2016

Figure copyright IEEE, 2016. Reproduced for educational purposes.





Mask R-CNN
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He et al, “Mask R-CNN”, arXiv 2017

Conv

Classification Scores: C
Box coordinates (per class): 4 * C

Predict a mask for
each of C classes

Cx14x14





Mask R-CNN: Very Good Results!

person1.00
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Y
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He et al, “Mask R-CNN”, arXiv 2017
Figures copyright Kaiming He, Georgia Gkioxari, Piotr Dollar, and Ross Girshick, 2017.
Reproduced with permission.





Mask R-CNN
Also does pose
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He et al, “Mask R-CNN”, arXiv 2017

Conv

Classification Scores: C
Box coordinates (per class): 4 * C
Joint coordinates

Predict a mask for
each of C classes

Cx14x14





