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Abstract—The parameterized analysis of bio-inspired comput-
ing provides a new way of gaining additional insights into the
working behavior of popular approaches such as evolutionary
algorithms and ant colony optimization. We give an overview of
two important approaches in this area. The area of parameterized
runtime analysis studies the runtime of bio-inspired computing
with respect to different parameters of the given problem instance
and builds on the success of rigorous runtime analysis of bio-
inspired computing in the last 20 years. The feature-based
analysis of algorithms for a given optimization problem uses
statistical methods to figure out which features of a given problem
instance lead to a good or bad performance of the algorithm
under consideration. It often uses an evolutionary algorithm for
evolving problem instances that exhibit performance differences
between a given set of solvers and can be used for effective
algorithm selection.

Index Terms—Bio-inspired computing, evolutionary algo-
rithms, ant colony optimization, theory, runtime analysis, fea-
tures, performance

I. INTRODUCTION

Bioinspired computing methods such as evolutionary algo-
rithms [7] and ant colony optimization [5] are very successful
problem solvers for a wide range of combinatorial and com-
plex engineering problems. Evolutionary algorithms follow
Darwin’s principle of survival of the fittest and construct
solutions via an iterative process which simulates natural
evolution. The basic strategy is to randomly initialize a set of
possible solutions called a population and evolve it over time
by creating a new population using a selection process that
probabilistically favors replication of the fitter, and variation
operators such as crossover and mutation. Ant colony opti-
mization takes its inspiration from ants finding shortest paths
between their nest and a food source. In the algorithmic ant
colony optimization approach, solutions for a given problem
are therefore constructed by artificial ants moving on a so-
called construction graph. Depending on the quality of the
solutions obtained, the random walk is influenced such that
better solutions are constructed as the algorithm progresses.

Bio-inspired computing has found applications in various
domains. However, understanding the working behaviour and
analyzing its performance is a challenging task. The parame-
terized analysis of bio-inspired computing provides a way of
analyzing bio-inspired algorithms with respect to features of a
given problem instance. This allows to get insights into what
type of instances a considered algorithm performs well on.
Having insights into the differences in performance of different

solvers on different types of problem instance is the key for
effective algorithm selection.

II. PARAMETERIZED COMPUTATIONAL COMPLEXITY
ANALYSIS OF BIO-INSPIRED COMPUTING

During the last 20 years, the theoretical understanding of
bio-inspired computing has tremendously advanced. The major
player in the theoretical analysis of bio-inspired computing is
the computational complexity analysis of evolutionary algo-
rithms and ant colony optimization. Bio-inspired computing
methods make heavy use of random decisions and this research
direction treats bio-inspired computing methods as randomized
algorithms. Consequently, the runtime T of an algorithm is
measured by the number of search points it constructs to
find an optimal solution or a good approximation for a given
problem. It has been shown that bio-inspired computing is
provably successful for a wide range of combinatorial opti-
mization problems as they automatically discover principles
that are used in the best problem-specific algorithms. For many
NP-hard problems these investigations point out worst-case
instances where bio-inspired methods provably fail to obtain
good results. However, instances that have to be solved in
practice are usually not worst case. An important research
question in the field of bio-inspired computing and combi-
natorial optimization is which features of a given instance
determine its hardness and how doe such parameters influence
the runtime of bio-inspired computing methods.

Parameterized computational complexity analysis [6] pro-
vides a mechanism for analyzing problems and algorithms by
taking into account additional parameters of problem instances
for a given optimization problem. This allows to provide new
insights into which structural parameters make a problem easy
or hard to solve. Usually, problems are formulated as decision
problems in this area and an instance (I, k) is given by the
problem input I and a parameter k. The question that needs
to be answered is whether the answer for (I, k) is ”yes”
or ”no”. Bio-inspired computing methods are designed for
optimization. Therefore, one considers the time to achieve an
optimal solution for a given instance I in dependence of a
parameter k which measures the hardness of instances for a
given optimization problem.



III. FEATURE-BASED ANALYSIS OF BIO-INSPIRED
COMPUTING

Feature-based analysis of combinatorial optimization prob-
lems and algorithms has become very popular in recent years.
It examines in detail which properties/features of a given
instance of an optimization problem make it hard or easy
to solve by a given algorithm. The approach often uses
an evolutionary algorithm that evolves instances that have
different properties regarding the given solver(s). In many
studies an evolutionary algorithm has been used to create
instances where an algorithm is performing badly or very
well. Furthermore, instances have been involved that exhibit a
significant performance difference with respect to two given
solvers. The feature values of the obtained instances are then
analyzed leading to new insights into when one particular
solver should be used for the optimization. Ultimately, this
allows to use the feature-based insights to carry out algorithm
selection.

IV. RECENT RESULTS

We would like to highlight some results in this research
area. The first parameterized computational complexity results
have been obtained for bio-inspired computing and some
classical NP-hard combinatorial optimization problems such
as vertex cover [12], [20], makespan scheduling [25], and
the Euclidean traveling salesperson problem [14], [26]. Such
studies provide insights into the runtime behavior of bio-
inspired computing in relation to structural parameters of the
investigated problem. An important class of problems are
problems that can be formulated as submodular functions. The
maximization of submodular functions is NP-hard in general.
This class of problems in connections with different types of
Matroid constraints has been studied in [8]. The authors show
that different classes of submodular functions and constraints
can be approximated well by simple evolutionary algorithms
and analyze the behaviour of these algorithms in dependence
of different parameters of the given constraints. In the context
of parameterized runtime analysis different investigations re-
garding the representation of solutions have been examined.
Important problems that have been investigated in this context
are the generalized minimum spanning tree problem [4] and
the generalized traveling salesperson problem [18]. The study
concerning the maximum leaf spanning tree problem [11]
shows that a tree based mutation operator leads to fixed
parameter evolutionary algorithms for this problem whereas
standard bit-mutations don’t have this property. In the context
of problems with dynamically changing constraints, linear
functions [21] and the vertex cover problem [17], [19] have
been investigated and the runtime of evolutionary algorithms
has been upper bounded taking into account the magnitude of
the change of the constraints.

In the area of feature-based analysis, initial results have
been obtained for local search and the traveling salesman
problem. In these studies an evolutionary algorithm has been
used to generate easy and hard instances for local search
using the 2-opt operator [13], [24]. Furthermore, these studies

have been extended in [16] by taking into account classical
approximation algorithms for the Metric-TSP and carrying
out a cross-comparison between the different algorithms [16].
These studies reveal different sets of features that make a TSP
instance hard or easy to solve by the mentioned algorithms. In
addition, they reveal complemenatry abilities of the different
algorithmic approaches. The setting of different important
parameters for ant colony optimization and the TSP has
been studied in [15]. Furthermore, instances that discriminate
between the performance of state-of-the-art solvers have been
evolved [3]. One problem with evolving such instances is that
the evolutionary algorithm used to create different types of
instances often produces a non-diverse set of instances. Due to
this, an approach has been designed which tries to fill the gaps
in the feature space [23]. Furthermore, a diversity optimization
approach has been introduced in [9] which allows to create
instances with a given performance criteria that are diverse
with respect to given features. This diversity optimization
approach has also been used for the creation of similar images
that vary with respect to different features [1] and feature-
based diversity optimization may be of independent interest
in a lot of application domains.
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Silva and Esparcia-Alcázar [22], pages 903–910.

[18] M. Pourhassan and F. Neumann. On the impact of local search operators
and variable neighbourhood search for the generalized travelling sales-
person problem. In Silva and Esparcia-Alcázar [22], pages 465–472.
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