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ABSTRACT

The study of the visual art of printmaking is fundamentalddrhistory. Printmaking methods have been used for ceagturi
to replicate visual art works, which have influenced gemenatof artists. Particularly in this work, we are interekiethe
influence of prints on artistic tile panel painters, who hpk@duced an impressive body of work in Portugal. The study of
such panels has gained interest by art historians, who tmderstand the influence of prints on tile panels artistsdieo

to understand the evolution of this type of visual arts. S&vdatabases of digitized art images have been used for such
end, but the use of these databases relies on manual imagetoms, an effective internal organization, and an gbili
of the art historian to visually recognize relevant prifige propose an automation of these tasks using statistitterpa
recognition techniques that takes into account not onlyrthaual annotations available, but also the visual chaiatits

of the images. Specifically, we introduce a new network Bmalysis method for the automatic annotation and retrieval
of digital images of prints. Using a database of 307 anndtaages of prints, we show that the annotation and retrieval
results produced by our approach are better than the regigtate-of-the-art content-based image retrieval method

Keywords: Content-based image retrieval, Art image annotation amgtval, Graph-based Learning methods

1. INTRODUCTION

Printmaking is a method for replicating paintings (usuatypaper) based on intaglio printing (e.g., etching), felieting
(e.g., engraving) or planographic printing (e.g., lithagny)? During the 1%" century, the fast and cheap production of
paper and advancements in graphical arts made printmakimg@fthe main forms of reproduction of European masters’
paintings. As a result, reproductions of the paintingsiedca large number of people. Consequently it is worth under-
standing the importance of printmaking in the art histongsithey have influenced and served as a source of inspifation
generations of artists. Therefore, the proper classifinatetrieval and annotation of printmaking productionsstitute a
quite important activity for artists and art historians nder to understand the art produced in the last five centuries

In Portugal, printmaking images influenced generationstdte tile panel painters, as evidenced by the large numbe
of panels found in Churches, public buildings and paldce#\s a consequence, the study of printmaking is extremely
important not only for classification and annotation pugsmsut also for understanding how the Portuguese tile panel
artists have been influenced, which has the potential tadlimelevant information to art historians in Portugal. dt i
important to mention that printmaking images were ofterdus® references to produce the panels, but the artists often
did not make an exact copy of the image. For example, originats have generally suffered several modifications, such
as background changes, arbitrary displacements of théqurosi subjects, mirror transformations, etc. (Fig. 1)r Eos
reason, the task of discovering the influence of one or skpdards in the composition of a tile panel is rather complex.
This task requires an expert with a specialized visual kedgé of the current databases of prints together with parculi
abilities in to relate tile panel compositions and printssystem which can automatically retrieve a set of printmgkin
images related to a tile panel image can dramatically helpistorians in this task.

Compared to photographic digital image, the images fromtpraking and artistic tile panels are quite poor in terms
of color and texture. For instance, Fig. 2 shows three imafése themehe Crucifixion of Jesus Chrisivhich displays
the large sensorial géetween the original scene and the different forms of artipctions. This means that much of
the information (texture, color, depth, etc.) present ia tniginal scene is lost. The loss of such information reduce

This work was supported by the FCT (ISR/IST plurianual fuxgglithrough the PIDDAC Program funds and Project PRINTARTOE/EEA-
CRO/098822/2008)! This project is also funded by the European Commission; &@tirie IIF, contract number PIIF-GA-2009-236173 (IMASHB3



b) Changes: background, the whole scene suffered a mirror transform; similarities:
poses and textures of main subjects

Figure 1. Examples of how printmaking images are alteretiérprocess of becoming a tile panel.
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a) Photograph b) Printmaking Image c) Artistic Tile Panel Image

Figure 2. Differences between a photographic image in (a)trpaking image in (b), and tile panel image in (c).
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Figure 3. Example of annotation of printmaking images. Thage (from Artsta) is shown with its the manual annotation produced
by an art historian.

the effectiveness of current image analysis techniqueshadsually work with photographic digital imagesArt image
analysis can also be used in this w8rkbut the great majority of these techniques have been desekop the analysis of
digitized images of paintings, which still contain textared color. The most similar type of images compared to prisi
and tile panels are the ancient Chinese paintings used imtige analysis method proposed by Li and Wang.

In this work, we present a new method for the analysis of imdgem printmaking processes. This analysis of prints
represents the first step in the analysis of tile panel imagk&h will is our long-term objective. The goal of the work
is to automatically produce global annotations to new testges of prints using a statistical model whose parameters
are estimated using a database of manually annotatednigaimiages. The prints in this database are constrained in the
following ways: 1) they were created between the centurigsald XVII, and 2) they are of religious themes. These
constraints are relevant because a great number of tilel papguctions are restricted in the same way. The manual
annotation (Fig. 3) has been produced by art historians, lalwl the image theme and the relevant subjects present. The
method presented in the paper is based on network link daglys use the terms network link analysis and graph-based
learning algorithms interchangeably), which has the agsiom that the visually similar images are likely to share th
same annotations. Preliminary annotation and retrie\allt® are shown in a database containing 307 images, and we
compare the results with bag of visual words methods usiadatowing classifiers: support vector machines (S¥M)
and random forests (RE}.The results show that our method provide several advanbagersns of accuracy of annotation
and retrieval.

2. LITERATURE REVIEW

In this section, we provide a brief review of papers in theaaref retrieval and annotation of photographic images and ar
images. We also review graph-based learning methods thatkevant to our technique.

Currently in photographic image annotation and retrietvad, most successful methods are based on the bag of visual
words framework using a multiple kernel learning (MKL) cdiier,’? which is an extension of the SVM classifier that
allows the combination of several kernels. This methodplisgquite effective when used in a retrieval setting where
the number visual classes is relatively small (with a largmber of training images per class), and these visual dasse
are fixed. Unfortunately, both constraints do not apply in @ase where the number of visual classes can be quite large
(with each visual class containing relatively small numdietraining images), and the introduction of new images t th
database may happen often. In photographic image analysis, is a trend to get around the problem of the high number
of visual classes with the use of machine learning methodewipressed sensifgwhich finds a sub-space of smaller
dimensionality for classification. However, the dynamituna of this learning problem, where new classes are reigular
introduced into the training database, is still an issudimarea of research.

The area of art image annotation and retrieval has attralctedttention of researchers in the fields of computer vision
and machine learnin§y/ 14 The main focus of the papers is on the artistic identificaposblem, where the goal is to



classify original and fake paintings of a given affist’ or to produce stylistic analysis of paintings2° Most of the
methods above can be regarded as adaptations from the tbassd image retrieval systefsyhere the emphasis is
placed on the characterization of brush strokes usingextucolor. The ancient Chinese painting classificatiodistl
by Li and Wang§ is more similar to ours in the sense that they deal with thetiralass classification of painting styles.
Finally, the work on the automatic brushwork annotation leji2aveta et af! is also similar to ours given that the authors
are dealing with multi-class classification of brush stolgevertheless, as we shall explain below, our problemego
not only a multi-class, but also a multi-label probléfn.

The problem of graph-based learning (or network link arig)ysas been thoroughly studied by the information rettieva
community to solve the problem of ranking web pages from tloeld\WVide Web using hyperlink structure analy$is?®
Essentially, a graph is built where the nodes are repreddntehe web pages and the edge weights denote existence
of hyper-links, and several analysis algorithms based odam walks in this graph have been designed to rank the
nodes (i.e., web pages). As suggested by the explanative afp@ph-based approaches makes an implicit assumption of
label smoothness over the grag$hThese graph-based techniques have received considettaitam from the machine
learning community for the problem of semi-supervisedr@ay?® where the training set contains labeled and unlabeled
samples, and the goal is to annotate the unlabeled samptesthe similarity graph structure and the labeled samples.
Note that the similarity graph is built based on the distaroetween the samples in some feature space, and one of the
forms to explore the structure of this graph is with the useaoflom walk algorithms. The random walk algorithm has
also been studied in the domains of unsupervised image segtioer’ and multi-class classificatici. Finally, random
walk algorithms have also been explored in the area of imeigieval>®>-31 where the main contribution is the use of visual
and non-visual cues in the random walk procedure, whiclsis @kplored in our work.

3. METHODOLOGY

Assume that a training set of annotated images is availabtjs represented as follow®: = {(x;,y;)}i=1..n With x;
representing the feature vector of imafeandy; denoting the annotation of the same image. An annotatedé¢ss
also available and is representedby= {(%x;,¥:)}i=1..p, but note that the annotation in the test set is used onlyhfor t
purpose of methodology evaluation. It is important to m@mthat each annotatignrepresentd, multi-class and binary
problems, s¢y = [y1,...,yz] € {0,1}™, where each problem is denoted py € {0, 1}":l, where|y;| represents the
dimensionality ofy;. Binary annotations are denoted py € {0,1}. Multi-class problems have < |y;| < M, and
Z‘,j’ﬂl y;(k) € {0,1}, with each class in the problem represented by the dimensiff) € {0,1}. In general, binary
annotation involve problems that indicate either the preseor absence of a class, while multi-class annotatiorrdega
problems that at most one of the possible classes must benpr@sg., the theme of a print). Note that the sum of the
dimensionalities of thé, problems must be equal to the dimensionality of the anrmtatector, 502521 lyjl =M

Following the notation introduced by Estrada et®alwho applied random walk algorithms for the problem of image
de-noising, let us define a random walk sequencg sfeps a<l;., = [(x(™D,y™D) . (xR y(k)] where each
x(™1 belongs taD, andr indexes a specific random walk. Our goal is to estimate thiegiitity of annotatiory for a test

imagex, as follows:
1 r
p(ylx) = E E P(Tr %) Fpy[xH). (1)

In (1), Z7 is a normalization factods represents the total number of random walkdenotes the length of one random
walk, p(y|x("¥) = §(y — y™*) (with 6(.) being the Dirac delta function, which means that this terroris when
y = y(""*), the exponeni; means that steps taken at later stages of the random walkhigher weight,

p(Trkl%) =p([(xD,y ), (xO9 y ))x)

k
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with the derivation made assuming a Markov process and ligardining labels and features are independent given the

test imagep(y ™) |y =1) = I,(y"), y(ri=D) with I, (y"3), ya-0) = LM A sy sy (s



the weight associated with the lalleind 2, is a normalization factor)p(y("!) = +, andp(x("9)|x("~1 %) and
p(x("1)|x) are defined in Sec. 3.2.

We propose the use of class mass normalizatitmdetermine the annotation for image The class mass normaliza-
tion takes into consideration the probability of a classaation and the proportion of samples annotated with thetscl
in the training set. Specifically, we have

N
y =Y yimax(p(yi|%) — p(y),0), €)
=1

wherep(y) = % Zf.vzl y;. The use of this proportion of class annotation makes thetation process more robust to
imbalances in the training set with respect to the numberaifiing images per visual class. Notice tiyatepresents the
probability that the image representedys annotated with each of the labéls, ..., i) = ¥. However, recall that
some of these annotations belong to multi-class problemnsegsproces§ as in

Vi e{l,..,L}, with|y;| > 1

« _ [ min(|y;/max(y;)].1), if max(y;)>05 4)

Yi = {0y, otherwise

for multi-class problems, and for binary problems, we define
Vje{l,..,L}, with|y;| =1

. _ 1, if ?j > 0.5 . (5)
Vi 0, otherwise

As a result, the final annotation for images represented by* = [y7,...,y7}].

The retrieval problem is defined as the most relevant imamerred from the database of test imagegiven a visual
classy; € {0,1} fort € {1, ..., M} (i.e., one of the annotations jne {0, 1}*), as in:

X, = glea;p(ilyt), (6)

wherep(X|y:) = p(y:|X)p(X)/p(y:) with p(X) = constant ang(y:) being irrelevant for (6). Furthermorg(y:|X) is
defined as in (1) substituting the last term foy; |x™*) = 6(y; — yﬁ’”"k)).

3.1 Data Set

The data set is formed by 307 annotated images with one elalis problem (theme with seven classes) and 21 binary
problems’. All images have been collected from the Artstor digital gedibrary? Fig. 3 shows an example of a manual
annotation produced by an art historian. For the experigiartec. 4, we run a 10-fold cross validation in order to show
the results, and for each run, divide the data set into aitirggetD with 276 images40% of the data set) and a test $ét
with 31 images10% of the data set).

3.2 Image Features

The images are represented with the bag of visual words nibeéiere each visual word is formed with a collection of
scale invariant feature transform (SIFT) local descri@f8iThe visual vocabulary is built using a vocabulary tree psmab
by Nistér and Stewénius.

The SIFT descriptor consists of a feature transform appbexh image patch, which extracts a histogram of gradient
orientations weighted by the gradient magnitudes. In tlugkwthe image patch location (in the image), scale (patod) si
and dominant orientation are randomly determifeaind we generate 1000 descriptors per image. Then, the Viacaizi

fThe classes considered are: theme (annunciation, flightSgypt, magi, rest on the flight into Egypt, shepherds, thgtism of
Christ, visitation), angel, angels, angels floating inte #ir, Christ, Christ-child, donkey, dove, Gabriel, LilMary, Melchior, miracle
of the bending palm tree, shepherd, st. Elisabeth, st. Esast. Joseph, vase, wing, wings, wise men, and Zacharias



Figure 4. Network structure built using the adjacency maifi(9) and shown using a variant of the MDS algoritAfChe large image
in the center denotes the testimage and the most visualliasimages to it appear closer in the graph.

built by gathering the descriptors from all images and rogra hierarchical clustering algorithm with three levelbane
each node in the hierarchy has 10 descendants (this higriaratdirected tree, where each node has at most 10 etfges).
This results in a directed tree with+ 10 + 100 + 1000 = 1111 nodes, and the image feature is formed by using each
descriptor of the image to traverse the tree and record tthe(pate that each descriptor generates a path with 4 nodes).
The histogram of visited nodes is weighted by the node ent(p., nodes that are visited more often receive smaller
weights). As a result, an imagdeis represented by a vectarc !!11, representing the histogram above.

The probability of the transition of feature vectof~/) givenx(™7—1) andx of (2) is then defined as:
p(x")x(MI=Y %) = [, (x(") xMI=D) 1 (x| R), (7)
and the transition probability between two feature veci®gven by
p(x"V[R) = Lx"Y, %), (8)
with I, (x;,x;) = &+ >4 min(;(d), z,(d)) whereZ, is a normalization factor.

In Fig. 4 it is shown a small part of the graph which takes irdocaunt the image features and annotation of the training
set described by the following adjacency matrix:

W(j,4) = I(yi,y;) % Le(xi, %) ¥ I(x5,X), )
with W (i,4) = 0forall ¢ € {1, ..., N}. In this part of the graph, we take a testimage representadshypwn at the center
(note the enlarged image in the figure), and display the gsapliture from the training database around it. Noticettiat
neighboring images in the graph tend to be similar visuallwith respect to the annotation. In order to show this graph,
we use a variant of the multidimensional scaling algoritemvisualization (MDS)®
3.3 Random Walk

The random walk uses the adjacency maWxin (9) in order to build the probability transition matrix flows:

P=D"'W, (10)



Table 1. Retrieval performance.
Models | Random Walk| RF | SVM
MAP 0.31 0.30| 0.22

where the diagonal matr (i, i) = >, W (4, j), which makes the row sum & one. The initial distribution vector takes
into account the similarity between the test imagand all images in the database, asie: [I,(x1,X), ..., [ (xn, X)]7,
with |[ul|; = 1. The random walk starts by selecting a training image {¥agraining image) by sampling the distribution
u. Then, use the distribution denoted Ayr; (with ; a vector of zeros with a one at tif¢ position) for selecting the next
training image in the random walk procedure. After the randuealk is finished, form the list of visited training images
T, from Sec. 3, and produce the annotation as defined in (4) gwitfh X' = 100 random walks and the length of each
random walk is denoted b2 = 10. The retrieval is produced as described in (6).

4. EXPERIMENTS

In this experiment we compare the model presented in (3) watsdased on SVM and on RF:! For the RF model, we
build L = 22 independent classifiers (one for the multi-class themesitieation and the others for the binary problems
- see Sec. 3.1), where each classifier is defined(ggx, 6rr (1)), with the 0z (1) representing the parameters of the
random forests classifier for thé&" classification problem (recall that= 1, ..., L). Using the same notation as in (3),
we havey = max([p(y:|X,0rr()))i=1... — p(y),0) = [01, ..., ). The main parameters of the random forests, which
are the number and height of tress, are determined with gediskation, where the training sét is further divided into a
training and validation sets 60% and10% of D, respectively. Then, the multi-class decisions are peréatwith (4) and
binary problems with (5). For the SVM, we traif = 28 classifiers using the one-versus-all training method, effier
the multi-class theme classification, we adopt the winakes-all strategy. Specifically, we train the followingssdiers
p(y|X, 0sv (b)), fort = {1, ..., M}, and the annotation probability is producedsby: max([p(y:|X, Osvar(t))]e=1..p0—
p(y),0) = [#1, ..., Ym]- The main parameter of the support vector machine, whichemalty factor for the slack variables,
is also determined with cross validation, where the trajsietD is again divided into a training and validation set90%
and10% of D, respectively. Also, we perform the multi-class decisiwith (4) and binary problems with (5). Note that
these two models roughly represent the state-of-the-aroaghes for image annotation and retrieval problems axgda

in Sec. 2.

4.1 Retrieval

We measure the performance of the system in terms of retnissiag the precision and recall measuteésFor each
annotation clasg; belonging to the set of classes in the testBetind then test images that produce the maximum values
for (6). Out of those n images, let the sétbe the images for which, = 1 (note that.4| < n). Also, let3 C 7 be set of
all test images that havyg = 1. Then, the precision and recall are computed as follows:

|A] _ A

precisiong = —, andrecallg = ——. (12)
n B

The performance is computed with the mean average predgigidAP), which is defined as the average precision over all
queries, at the ranks that the recall changes. The resulashile 1 show the average MAP for a 10-fold cross validation
experiment with different set® and7, as explained in Sec. 3.1. Figure 6 shows the the top fiveevalirresults for four
annotation classes. Also, Fig. 5 displays the MAP resulteéeh visual class (top-left), the number of training impge
visual class (bottom-left) and the MAP performance in teafithe number of training images (center graph). Notice that
it is quite clear that the retrieval performance is posljivarrelated with the number of training images.

4.2 Annotation

The performance of the annotation procedure is evaluatemimparing the results of the system in (4) and (5) with the
manual annotation of the ground truth (recall that theZsetiso contains the manual annotatih)For each annotation
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Figure 6. Retrieval results. Each row shows the top five nested the following queries (from top to bottomdnnunciation’, ‘rest on
the flight into Egypt’ ‘Christ child’, and‘Mary’ . Below each image (from Artstd; it is indicated whether the image is annotated with
the class.

problem (binary or multi-class) indexed hye 1, ..., L, assume that there argy manually annotated images #, and
the system annotates,,;,, of whichw¢ are correct. We compute precision and recall as follows:
, andrecally = e, (12)

Wauto WH

precision =

Then, the values gfrecision 4 andrecall 4 are averaged over the set of binary and multi-class probldims results in
Table 2 show the average mean per-word precision and recall I0-fold cross validation experiment with differentsset



Table 2. Annotation performance.

Models Random Walk| RF | SVM
Mean Per-word Recall 0.51 0.40| 0.12
Mean Per-word Precision 0.30 0.23| 0.52

D and7, as explained in Sec. 3.1. Figure 7 shows the annotatiorupeatlby our system in five test images. Finally,
Fig. 5 displays the annotation performance in terms of thabrar of training images (right graph). Notice the correlati
between precision and recall in terms of the number of tngiimhages.

Human Theme: Rest flight Egypt Theme: Magi Theme: Annunciation| Theme: Baptism of Christt Theme: Flight into Egypt
Annotation | angels floating, Christ child, Christ child, Mary, Gabriel, Lilly angels floating, Christ | angels floating, Christ child
Mary, st. Joseph, wing st. Joseph, wise men Mary, wing dove, st. Frances, wing Mary, st. Joseph, wing
Rand Walk | Theme: Rest Flight Egypt Theme: Magi Theme: Annunciation| Theme: Baptism of Christ Theme: Rest Flight Egypt
Annotation angels, angels floating, angels, angels floating, angels floating, dove,| angels, angels floating, angels, angels floating,
Christ child, donkey, Christ child, Mary, Gabriel, Lilly, Mary, Christ, dove, shepherd, | Christ child, donkey,Mary
Mary, miracle...palm tree | Melchior, shepherd, st. Joseph, Melchior, vase, wing, | st. Elizabeth, st. Frances miracle...palm tree,
st. Joseph wing, wise men wise men wing, Zacharias st. Joseph, wing

Figure 7. Comparison of Random Walk annotations with thdsefmman subject on images (from Artstor

5. DISCUSSION AND CONCLUSIONS

In this work we presented a graph-based model for the anaotat art images. The retrieval experiment (Tab. 1) shows
that our model based on random walks produces slightly begseilts than current state-of-the-art approaches based o
SVM and RF. The annotation results in Tab. 2 shows that ouogh produces the best performance in terms of recall, but
SVM appears better in terms of precision (but notice the pesult of SVM in terms of recall). This happens because SVM
rarely classifies positively the test images with respeetth label, but whenever it does so, it is correct more oftan t
with random walk and RF. We believe that this happens dueddirttited number of training images per class to estimate
the parameters of these models. We plan to improve our ravagaknmodel and use closed form solutiois’’ The
dependencies between labels should also be encoded inteethed using, for example, structural learning metftSds.
This would prevent the following two issues observed in FFigl) use of too many labels in the annotation, and 2) presence
of pairs of annotations that should never appear togethgr, tee presence dfleichiorin prints of themeAnnunciation
should not be allowed). The incorporation of structurathézg in the methodology should be evaluated by more effecti
retrieval measures, such as the one described by Nowak'et\ile also intend to investigate other image features for

image representation, such as wavelets and curveletse el future, we shall make the training database avaitétiie
several benchmark results.
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