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ABSTRACT

Recently, we have observed the traditional feature representations are being rapidly replaced by the deep learning representations, which produce significantly more accurate classification results when used together with the linear classifiers. However, it is widely known that non-linear classifiers can generally provide more accurate classification but at a higher computational cost involved in their training and testing procedures. In this paper, we propose a new efficient and accurate non-linear hierarchical classification method that uses the aforementioned deep learning representations. In essence, our classifier is based on a binary tree, where each node is represented by a linear classifier trained using a loss function that minimizes the classification error in a non-greedy way, in addition to postponing hard classification problems to further down the tree. In comparison with linear classifiers, our training process increases only marginally the training and testing time complexities, while showing competitive classification accuracy results. In addition, our method is shown to generalize better than shallow non-linear classifiers. Empirical validation shows that the proposed classifier produces more accurate classification results when compared to several linear and non-linear classifiers on Pascal VOC07 database.

1. INTRODUCTION

Ever since Krizhevsky and Hinton [1] published the outstanding classification results on ImageNet [2], the attention of the computer vision community has shifted from the bag of features [3] and Fisher vector [4] representations to the deep learning representation provided by convolutional neural networks [5, 6]. Recent results [7, 8, 9, 10, 11, 12] show that convolutional neural networks (CNN), a high-capacity multi-layer non-linear classification framework, can produce the most accurate classification results in several databases in the field. It is generally believed the convolutional layers of CNN are responsible for generating well-separated image representations. For this reason, simple linear support vector machine (SVM) and softmax [1] classifier are used to classify the CNN image representations. More complex classifiers are with higher capacity, such as non-linear SVM [13, 14] or boosting [15], but the main limitations are the high training and testing time complexities and the risk of overfitting the training data. Hierarchical models can achieve a good trade off between generalization and training and testing complexities. For this reason it has been explored in computer vision in the past, such as with the probabilistic boosting tree (PBT) [16] and the discriminative learning of relaxed hierarchy (DLRH) [17]. In this paper, we propose a new hierarchical classifier to be used with high dimensional feature vectors (e.g., CNN features). The main novelty of our proposal is the loss function to learn this hierarchical classifier, which minimizes the classification error in a non-greedy way and at the same time delays hard classification problems to nodes further down the tree. Our main objective with this new training process of hierarchical classifiers is to reach a good trade off between generalization and complexities, particularly when compared with linear [1, 7], shallow non-linear [13, 15, 14] and hierarchical classifiers [17, 16] previously proposed in the field. We test our method on the Pascal VOC07 [18, 19] database, and show that we produce better classification results and have less training test complexities, compared to other linear and non-linear classifiers using the deep learning features [7, 12].

2. LITERATURE REVIEW

In this section, we briefly describe the related work in the field, by first introducing the mid-level features extracted from convolutional neural nets, then by discussing the classifiers that are (or can) be used with such feature vectors.

Deep learning methods have been present in the field for several years [20, 21], but their use as feature generators has been considered only after the outstanding result obtained on ImageNet [1]. Using millions of training images, a large number of nodes and hidden layers and an effective implementation, Krizhevsky and Hinton [1] produced a CNN model that integrates feature extraction and classification functionalities into an easy-to-use framework. In addition to this, Razavian et al. [11] have found that the CNN mid-layer activations trained with ImageNet provide powerful off-the-shelf image representations for other databases. This results have been confirmed by Chatfield et al. [3], who showed that much deeper CNN mid-layer activations produce much more accurate classification results than the previous bag of features [3] and Fisher vector [4] representations.

An interesting observation about the use of these CNN features is that the classifier is usually based on linear SVM [13] or softmax [1], which are relatively low-capacity models that are efficiently trained and tested, but offer limited accuracy depending on the distribution of the training set samples. In general shallow high-capacity classifiers can handle more difficult classification problems better than linear classifiers, but at a usually higher running time computational cost and the risk of overfitting. On the other hand, hierarchical classifiers that use low capacity classifiers in each node, usually achieve a good trade-off between complexity and accuracy.

Boosting [15] and non-linear SVM [13] are typical examples of high-capacity shallow classifiers that can deal with highly complex classification problems. The former uses a quite large number of features and build simple linear (weak) classifier in each one of these feature spaces, which are then combined to form a strong clas-
classifier. In general, the training of each weak classifier involves the estimation and comparison of low capacity classifiers in all possible feature spaces, which means that at least this training has complexity \( O(DN^2) \), where \( D \) is the size of the feature space and \( N \) is the training set size. Considering that potentially, one can use the whole feature space, the complexity of the full training process is around \( O(D^2N) \) and the testing complexity is \( O(D) \). Non-linear SVM uses the kernel trick to project all training samples in the kernel space and builds a linear classifier there, which is a training process that has complexity around \( O(DN^2) \). The testing complexity of non-linear SVM is \( O(ND) \). In addition to the complex training and testing processes, both methods can overfit the training data given their large capacity.

The issues presented above have been realized in several works that propose the use of hierarchical classifiers instead of their shallow counterparts. The boosted cascade classifier [22] is a good example of a hierarchical classifier, based on a degenerate binary tree with a boosting classifier on each node, where the training involved in each node minimizes a loss function that greedily estimates the best decision boundary, but delays the decision about hard classification problems. The probabilistic Boosting Tree (PBT), proposed by Tu [16], is a full binary tree structured classifier that has a boosting classifier in each node, which minimizes a similar loss function. One important issue that affects the cascade and PBT classifiers is that each node uses a high capacity boosting classifier that can overfit the training data, hampering their generalization abilities and incrementing the training and testing time complexities. A more relevant work to our proposal is the discriminative learning of relaxed hierarchy (DLRH) [17], which consists of a binary tree, where each interior node is trained using a loss function that delays hard classification problems, but at the same time greedily reduces the classification error. This greedy error reduction can again overfit the training data.

**3. METHODOLOGY**

Assume that an image is represented by a feature vector \( x \in \mathbb{R}^D \), the image label is represented by the variable \( y \in \{-1, 1\} \), and the binary tree classifier has one root node that classifies samples using a hidden variable \( b \in \{-1, 1\} \) (which indicates the left child by \(-1\) and right by \(+1\)).

The inference is defined by the following problem:

\[
y' = \arg \max_{y \in \{-1, 1\}} \sum_{b \in \{-1, 1\}} P(y|x, b, \theta_1)P(b|x, \theta_1),
\]

where \( \theta_1, \theta_2 \in \mathbb{R}^D \) denote the classifier parameters of the leaf and root nodes, respectively. This inference is easily extended to a tree with three levels, as follows:

\[
P(y|x, \Theta) = \sum_{b^{(1)} \in \{-1, 1\}} \sum_{b^{(2)} \in \{-1, 1\}} \sum_{b^{(3)} \in \{-1, 1\}} P(y|x, b^{(1)}, b^{(2)}, b^{(3)}, \theta_{1,2})
\]

\[
= P(y|x, b^{(1)}, b^{(2)}, b^{(3)}, \theta_{1,2})P(b^{(1)}|x, \theta_1)P(b^{(2)}|x, \theta_1)P(b^{(3)}|x, \theta_1),
\]

where \( b^{(1)}, b^{(2)}, b^{(3)} \in \{-1, 1\} \) and we assume that the classifier in the root node is represented by the variable \( b^{(1)} \), its left child by \( b^{(2)} \) and right child by \( b^{(3)} \). The extension to higher trees is then trivial.

For the learning procedure, assume the availability of a training set \( T = \{(x_i, y_i)\}_{i=1}^M \) and a validation set \( V = \{(x_i, y_i)\}_{i=1}^Q \). The description of the learning methodology is clearer if we assume the tree has only one parent node (the extension to larger tree is again trivial), where the ideal learning process uses the training set \( T \) as follows:

\[
\{\theta_b^*, \theta_1^*\} = \arg \max_{\{\theta_b, \theta_1\}} \prod_{i=1}^M \prod_{b_i} P(y_i|x_i, b_i, \theta_1)P(b_i|x, \theta_1),
\]

where we assume that the training samples are i.i.d. and \( b_i \in \{-1, 1\} \). Eq. 3 involves the maximization of two functions, which are hard to be optimized jointly, so we break this optimization into the following iterative algorithm containing two alternating stages, where we assume that the parameters \( \theta_b^{(t-1)} \) and \( \theta_1^{(t-1)} \) are known at stage \( t \):

\[
\theta_b^{(t)} = \arg \max_{\theta_b} \prod_{i=1}^M \prod_{b_i} P(y_i|x_i, b_i, \theta_b^{(t-1)})P(b_i|x, \theta_1),
\]

\[
\theta_1^{(t)} = \arg \max_{\theta_1} \prod_{i=1}^M \prod_{b_i} P(y_i|x_i, b_i, \theta_1^{(t-1)})P(b_i|x, \theta_1^{(t)}).
\]

Essentially, this learning procedure involves the division of the training samples into two clusters, one representing the left child samples (labeled as \( b = -1 \)) and the other, the right child samples (labeled as \( b = +1 \)). After this division is performed, the parameter \( \theta_1 \) of the classifier \( P(b|x, \theta_1) \) is estimated, and then, the classifier associated with each child can have its parameter \( \theta_b \) estimated based on the samples belonging to that child (which is decided based on \( P(b|x, \theta_1) \)). We consider this training process to be greedy because we maximize the classification probability \( P(y|x, b, \theta_b) \) even when splitting the training points to the left or right children. Our main contribution in this paper is the proposal of a non-greedy loss function used for the estimation of \( \theta_1 \) in (4), which also delays hard classification problems.

The motivation for our proposed loss function is based on the graphs shown in Fig. 1. Assuming that both \( P(y|x, b, \theta_1) \) and \( P(b|x, \theta_1) \) are represented by linear classifiers (which means that
\( \theta _{b} \) and \( \theta _{i} \) are vectors denoting the normal vectors of the learned hyperplane, notice that if we try to maximize \( P(b|x, \theta _{1})P(y|x, b, \theta _{b}) \) when estimating \( \theta _{1} \), using the depicted initial guess (graph on left), we will greedily label the ‘+’ points with ‘+1’ (right child) and the ‘−’ points with ‘−1’, which generates a very difficulty learning problem in the next iteration of the algorithm (graph on the bottom of Fig. 1). On the other hand, our loss function has a shape depicted by Fig. 2, which means that

1. if the classifiers in both children generate a correct classification (or both are incorrect), pick the one (with its respective child label) with the closest hyperplane,
2. if the classifier of only one child is correct, pick the correct one as long as it is not farther from the margin than the incorrect one.

This means that in addition to performing a division of the training samples without trying to greedily minimize the classification error (item (1) above), we also delay the hard classification problems to later stages of the binary tree [17, 16], as depicted in top part of Fig. 1. The loss function depicted in Fig. 2 is defined by:

\[
\Delta _b(x, y) = \sum \delta (b_i - b),
\]

with \( \delta (\cdot) \) denoting the Dirac delta function and

\[
\Delta _b(x, y) = \gamma \max(0, 1 - y(b_l x)) + \max(0, y(b_r x) - 1),
\]

where \( \gamma \in \mathbb{R}^+ \) is a scalar that weighs the relative importance of the two terms in (6), and \( \theta _l \) denotes the parameter of a linear SVM classifier learned for each child node \( b \) using the training samples \( x_i, y_i \) where \( b = b_i \).

The proposed learning algorithm iterated steps 1-3 below (until convergence), assuming that we have the estimated value for \( \theta ^{(t-1)}_b \):

1. For each training sample \( i \in \{1, \ldots, M\} \), determine its label \( b_i \) with:

\[
b_i^{(t)} = \operatorname{arg \max}_{b \in \{-1, +1\}} f(b; x_i, y_i),
\]

defined in (5) and using \( \theta ^{(t-1)}_b \);
2. Estimate \( \theta ^{(t)}_1 \) as follows:

\[
\theta ^{(t)}_1 = \operatorname{arg \max}_{\theta _1} \prod_{i=1}^{M} P(b_i^{(t)}|x, \theta _1),
\]

\[
= \operatorname{arg \min}_{\theta _1} \frac{1}{2} \| \theta _1 \|^2 + \lambda \sum_{i=1}^{M} \log(1 + \exp(-b_i^{(t)} \theta _1^\top x_i)),
\]

which is a logistic regression classifier;
3. Estimate \( \theta ^{(t)}_b \), with:

\[
\theta ^{(t)}_b = \operatorname{arg \max}_{\theta _b} \prod_{i=1}^{M} P(y_i|x_i, b_i^{(t)}, \theta _b) \delta (b_i^{(t)} - b)
\]

\[
= \operatorname{arg \min}_{\theta _b} \frac{1}{2} \| \theta _b \|^2 + \lambda \sum_{i=1}^{M} \max(0, 1 - y_i (\theta _b^\top x_i)),
\]

for \( b \in \{-1, +1\} \), which is the definition for the linear SVM classifier (note that we use the soft margin training that allows for non-separable problems).

The initialization of this algorithm is achieved with the K-means clustering (with two clusters) considering the set \( \{x_i|y_i = +1, (x_i, y_i) \in \mathcal{T} \cup \mathcal{V}\} \). We run this clustering 20 times and pick the labels \( b_i \) for the case that minimizes the loss in (5), and then we run from step (2) of the algorithm above. The stopping criterion is also based on the computation of the loss in (5), where when the loss difference between two iterations is smaller than a threshold \( \epsilon \), then we stop iterating. Finally, there is also a model selection problem involved in this method concerning the structure of the binary tree, where after convergence, we verify a condition to determine if we will backtrack to the previous structure or keep the current tree structure and thus continue to grow the tree. The initial tree contains only the root node and a linear SVM classifier (i.e., this is the original classifier found in previous works [7]), and the condition that we use for model selection is the classification accuracy (e.g., mean average precision) measured in the validation set \( \mathcal{V} \) using the latest trained tree.

3.1. Complexity Analysis

For each node expansion, we train three separate linear classifiers per iteration of our algorithm. Therefore, we need \( K \) iterations in a tree with \( N \) nodes, where \( N \in [2^h - 1, 2^{h+1} - 1] \), with \( h = \) maximum tree depth, so the training complexity of our method is \( O(3KNM) \) (recall that \( D \) is the feature size and \( M \) is the training set size), so this means that compared to the linear classifier, our training is \( 3KN \) slower. Fortunately, we can control the values for \( K \) and \( N \) by constraining the number of iterations and the tree depth, and in general we have \( KN <<D,M \), which means that our training is significantly faster than typical shallow non-linear classifiers (see Sec. 2). The testing complexity is essentially based on running \( h \) linear classifiers, which means that the running time complexity is \( O(hD) \), which is just marginally larger than a single linear classifier given that \( h \leq 3 \), typically.

![Fig. 3](image-url) Sorted Pascal VOC07 [19] first 200 retrieval results by using the VGG features [7]. Note that only the incorrectly classified images are shown, so the sparsity pattern of the correct retrieval can be analyzed by noticing the white regions of the image. For each presented class (see icon on the left [7]), each row is the result of the methods PBT [16], DLRH [17], Non-linear SVM (3-poly), Non-linear SVM (RBF), Linear SVM, and our method, respectively.

4. EXPERIMENTS

We quantitatively compare our proposed hierarchical classifier method with linear and non-linear SVM classifiers (RBF and \( 3^d \)-degree polynomial kernels), and also with the following hierarchical classification methods: PBT [16] and DLRH [17]. For the compared methods except the DLRH [17] method, which learns a single model for all classes jointly, we adopt the one-against-all (OVA) strategy for training each class. We re-implemented the PBT method exactly as described by Tu [16], and use the publicly available training method by Gao and Koller [17] available from their web page to train the DLRH. The LIBLINEAR [23] and LIBSVM [24] are used for training linear and non-linear SVMs respectively. The implementation of our method involves setting the values for the maximum number of iterations to \( K = 1 \) and the maximum number of tree nodes to \( N = 3 \) (see Sec. 3.1). Also, the weight \( \gamma \) in (5) and (6)
that controls the shape of loss function is set at $\gamma = 1$ (we reached this value by varying $\gamma \in [0.1, 100]$ and noticing little change in the classification results).

We evaluate the performance of the methods on the Pascal VOC07 [19] database, which contains 9963 images of 20 visual classes. The performance of each class is measured by average precision (AP), which is the standard ranking efficiency measurement. The mean AP (MAP) of all 20 classes is also listed to show the average performance. The parameter $C$ of the SVM training is set as $C = 1$.

### 4.1 Results

In Table 1, we show the AP results obtained with the OverFeat features [12] and VGG features [7] on Pascal VOC07 [19] using the studied classifiers. The running time of the training and testing processes for these classifiers listed are shown in Table 2. We show in Fig. 3 the sorted retrieval results, where only the wrong cases are shown in order to assess the sparsity pattern of the detection results for each classifier (i.e., the white regions represent correctly retrieved samples).

### 5. DISCUSSION AND CONCLUSIONS

By analyzing the results, our methodology provides the best MAP among all considered classifiers in Table 1. We also notice to the non-linear methods provide competitive results for some individual classes. This demonstrates that non-linear SVM methods are relevant, particularly in cases where the database is not large (such as the case with Pascal VOC07). On the other hand, the linear SVM always produce robust average classification results, but rarely presents the best per-class result. This shows that linear SVM can generalize well but may have difficulties dealing with some of the more complicated classification problems. Compared to the other hierarchical methods [17, 16], our approach shows superior accuracy, which, we believe, is related to the use of our proposed loss function for training the hierarchical classifier and the fact that the node classifiers are linear methods (which provides good generalization properties). Analyzing the sparsity pattern of the retrieval results in Fig. 3, we see that our approach tends to have one of the most sparse results among the studied methods. It also shows that our approach takes longer to retrieve the first incorrectly classified images. These two facts confirm the AP results from Tables 1.

In addition, our binary trees can grow up to $N = 3$ nodes limited the number of vector multiplications ($x^\top \theta$) to $2$ times per test image which brings the fastest testing time. For linear SVM, the testing time is longer than our method mostly because of the overhead involved in running LIBLINEAR [23]. In terms of training time, we are significantly faster than the non-linear SVM methods and PBT [16], but comparable to DLRH [17], while the linear SVM classifier has the fastest training time. We believe that our training time presents competitive results because we limit the number of iterations to $K = 1$ and the size of the tree in $N = 3$ nodes (see Sec. 3.1), which make the theoretical training complexity only slightly larger than linear SVM.

We plan to apply this method to other databases [2, 26, 27] and use other CNN features that will become available in the near future. We also plan to increase the difficulty of the current database and verify if the impact of the non-linear methods is more remarkable.

### Table 1: AP results on Pascal VOC07 [19] using the OverFeat [12] and VGG [7] features. The best results per class are highlighted.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-linear SVM (RBF)</td>
<td>85.26 74.96 82.34 81.80 44.55 72.18 83.51 80.87 59.74 58.84 67.26 76.91 70.31 75.82 88.88 54.17 71.13 63.49 87.21 71.08</td>
<td>71.14</td>
</tr>
<tr>
<td>Non-linear SVM (3-poly)</td>
<td>84.91 78.93 82.34 81.80 44.55 72.18 83.51 80.87 59.74 58.84 67.26 76.91 70.31 75.82 88.88 54.17 71.13 63.49 87.21 71.08</td>
<td>71.14</td>
</tr>
</tbody>
</table>

### Table 2: Average running times (in seconds) of the training and testing methods using the VGG features of Table 1 on Pascal VOC07 [19]. The results are reported as the average training time (in seconds) per visual class and the testing time per testing image.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Training time/class</th>
<th>Testing time/image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-linear SVM (RBF)</td>
<td>36.7</td>
<td>36.4</td>
</tr>
<tr>
<td>Non-linear SVM (3-poly)</td>
<td>40.1</td>
<td>34.1</td>
</tr>
<tr>
<td>DLRH [17]</td>
<td>16.6</td>
<td>2.5</td>
</tr>
<tr>
<td>PBT [16]</td>
<td>1459.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Our method</td>
<td>11.7</td>
<td>0.1</td>
</tr>
</tbody>
</table>
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