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Abstract—Generalised zero-shot learning (GZSL) methods
aim to classify previously seen and unseen visual classes by
leveraging the semantic information of those classes. In the
context of GZSL, semantic information is non-visual data such
as a text description of the seen and unseen classes. Previous
GZSL methods have explored transformations between visual
and semantic spaces, as well as the learning of a latent joint
visual and semantic space. In these methods, even though learning
has explored a combination of spaces (i.e., visual, semantic or
joint latent space), inference tended to focus on using just one
of the spaces. By hypothesising that inference must explore all
three spaces, we propose a new GZSL method based on a multi-
modal classification over visual, semantic and joint latent spaces.
Another issue affecting current GZSL methods is the intrinsic
bias toward the classification of seen classes – a problem that
is usually mitigated by a domain classifier which modulates
seen and unseen classification. Our proposed approach replaces
the modulated classification by a computationally simpler multi-
domain classification based on averaging the multi-modal cali-
brated classifiers from the seen and unseen domains. Experiments
on GZSL benchmarks show that our proposed GZSL approach
achieves competitive results compared with the state-of-the-art.

I. INTRODUCTION

In the usual visual classification setup, training comprises
a set of visual classes, each of which containing a large set
of visual samples to model the classifier [1]. The inference
process consists of classifying new visual samples into one
of the classes used for training. Although useful, this setup
bears little resemblance with real-world visual classification
problems (e.g., self-driving cars or robotic personal assistant),
where previously unseen visual classes must be handled in
a reasonable manner [1]. One possible way to address such
real-world problems is with the generalised zero-shot learning
(GZSL) setup [2] that contains a set of seen and another
set of unseen classes – seen classes contain visual samples
for training, while unseen classes do not have any visual
samples for training. In the GZSL setup, the recognition of
unseen classes depends on semantic information collected from
different modalities, such as textual descriptions [3] or a list
of attributes [4] for the seen and unseen classes. One of
the GZSL challenges lies in how to handle the multi-modal
information contained in the visual samples from the seen
classes and the semantic samples from the seen and unseen

classes. Another GZSL challenge is how to properly balance
the classification of new samples from seen and unseen classes
because the classification model will be naturally biased toward
the classification of seen classes given the availability of visual
samples from those classes during training [5], [6].

Traditional GZSL methods aim to build a function that
transforms samples from the visual to the semantic space so
that the classification of seen and unseen classes are performed
exclusively in the semantic space [2]. More recent approaches
rely on a generative model to produce visual samples from
their respective semantic samples [7]. The generated visual
samples from unseen classes and the original visual samples
from the seen classes are then used to train a visual clas-
sifier that is used during testing in a single modality (i.e.,
visual) classification. Note that these generative methods are
the first GZSL approaches to train a visual classifier with
visual samples from both seen and unseen domains. Alternative
approaches encode the semantic and the visual data into a
joint latent embedding space [8] or with pairwise compatibility
functions [9], which are then used to train a classifier that
works exclusively in just one of the modalities. It is worth
noting that the previous methods presented above explore
the multi-modality aspect of GZSL during training, but they
always rely on a single modality classifier for testing. We
hypothesise that a multi-modal inference has the potential to
improve current GZSL results because of a more effective use
of the visual and semantic information available [10].

Another major issue affecting GZSL methods is the im-
balance in the classification results for the seen and unseen
classes [2]. One of the first GZSL methods [6] noticed that and
proposed the use of a domain classification that classifies input
visual samples into the set of seen or unseen classes, where
in the former case, the sample would go to a visual classifier,
and in the latter case, the sample would be transformed into
a semantic sample to be classified by a semantic classifier.
Therefore, this method [6] not only addressed multi-modal
training and inference, but it also tried to balance the seen
and unseen classification. However, its classification accuracy
is underwhelming, particularly compared with recent methods.
More recent methods also proposed the use of an external
domain classifier [5], [11], but they always rely on a single
modality classification. The major drawback of the approaches



Fig. 1. Our model consists of encoders from visual and semantic spaces to a latent joint embedding space. Samples from the joint space are used to train
decoders that reconstruct the original samples from visual and semantic spaces. Samples from the visual, semantic and joint spaces are then used to train and
calibrate classifiers for each space. The final multi-domain classifier averages the results of the multi-modal calibrated classifiers.

above lies in the need to train a domain classifier using visual
samples from the seen classes, which is a hard classification
problem given that there is no guarantee that the divergence
within the seen classes is smaller than the divergence between
seen and unseen classes.

In this paper, we introduce a new GZSL approach that
relies on multi-modal training and inference, where the multi-
domain classification is based on calibrating the classifier
from each modality, without the use of any external domain
classifier – see Fig. 1. More specifically, our model consists of
a visual and a semantic encoder that transforms samples from
these two domains into samples in a joint latent space. The
proposed model also contains decoders from the joint space
back to the visual and semantic spaces. The samples from the
visual, semantic, and joint latent spaces are used to train the
visual, semantic and joint classifiers. By calibrating [12] those
multi-modal classifiers, we obtain good balancing between the
classification of seen and unseen classes without an external
domain classifier. Experiments include an ablation study that
highlights the importance of each modality and the classifi-
cation calibration. Using public GZSL benchmarks, we show
that our method has results that are competitive with the state-
of-the-art.

II. LITERATURE REVIEW

In this section, we review the recent literature in zero-shot
learning (ZSL), GZSL, and domain balancing for GZSL.

Zero-Shot Learning: ZSL is defined as a classification
problem, where the set of seen visual classes used for training
does not overlap with the set of unseen visual classes used for
testing [4], [13]. The main solution explored by ZSL methods
is based on the use of an auxiliary semantic space, where
each visual class has a particular semantic representation [14].
With the learning of a transformation function that projects
samples from visual to semantic spaces, it is then possible to
transform samples from unseen visual classes to the semantic
space. This approach is motivated by the assumption that the
unseen visual clusters can be transferred with same structure
into the semantic space for computing inference. However, a
recent review of the literature in this field shows that the ZSL
set-up limits the applicability of ZSL methods [7], [15] because
the testing procedure completely ignores the seen classes [16],
[17]. Although limited, ZSL methods can be seen as an expert
model for the unseen visual classes [11].

Generalized Zero-Shot Learning:GZSL extends the ZSL
framework with the recognition of the seen and unseen visual
classes during testing. This extension is challenging due to
the bias toward the seen classes issue reported in [2], [6],
[16], which has motivated the development of several GZSL
approaches [15]. Previously, studies in GZSL have been based
on an ensemble of classifiers that combines transformations
between the visual and semantic spaces [9], [18], methods that
combine seen and unseen classifications [6], [11], [16], and
algorithms that generate synthetic unseen visual samples [7],
[8].

The most successful GZSL approaches are based on meth-
ods that generate synthetic visual samples for the unseen
classes, given their semantic representation [15]. These syn-
thetic unseen visual samples, together with the real seen visual
samples, are used to train a visual classifier of seen and unseen
classes. The generative models explored by these methods are
the Generative Adversarial Networks (GAN) [7], [15] and Vari-
ational Autoencoders (VAE) [8], [19]. The approaches above
do not have a testing stage that can handle multi-modal (i.e.,
visual and semantic) classification. In fact, during the testing
stage, these approaches only deal with samples either in the
visual space or in a joint visual and semantic latent space. We
hypothesise that the use of all spaces (i.e., visual, semantic and
joint latent spaces) can improve recognition accuracy [20]. The
first method to address the bias toward the seen classes was
proposed by Socher et al. [6]. Their paper realised that GZSL
classifiers were biased towards the seen classes because of the
availability of visual samples from seen classes and the lack
of unseen visual samples during training. This issue is usually
handled with a domain classifier that classifies test samples into
the seen or unseen classes, and use different classifiers for each
domain [5], [6], [21]. More recently, the approach developed
by Atzmon and Chechik [11] tackles the bias issue toward seen
classes in a similar manner. Their solution involves a classifier
that combines the result of a ZSL classifier for the unseen
classes and a seen class classifier, where this combination is
achieved with a (seen/unseen) gating network. Even though
this approach achieves outstanding results, it can be criticised
for not exploring more effectively the multi-modality nature
of the problem and for relying on a computationally complex
domain classifier that is challenging to be trained given the
assumption that samples from unseen classes come from a
distribution that has a high divergence with respect to the seen
class distribution, which is hard to guarantee.



III. METHOD

In this section, we first present the GZSL problem. Then
we introduce our proposed model that consists of a calibrated
classifiers over the visual, semantic and joint latent spaces.

Generalised Zero-Shot Learning: GZSL methods rely
on visual and semantic data modalities. The data set for
the visual modality is represented by D = {(x, y)i}Ni=1,
where x ∈ X ⊆ RX denotes the visual representation,
and y ∈ Y = {1, ..., C} denotes the visual class. The
visual representation consists of visual features extracted by
pre-trained deep neural networks, such as ResNet [22], and
VGG [23]. In GZSL problems, D is split into two disjoint
domains: the seen domain YS = {1, ..., |S|}, and the unseen
domain YU = {(|S|+1), ..., (|S|+|U |)}, where Y = YS∪YU ,
and YS ∩ YU = ∅. Visual samples from YS can be accessed
during training time, but samples from the unseen domain
YU are only available during test time. Therefore the main
challenge in GZSL consists of classifying samples that are
drawn from Y , independently if they come from the seen or
unseen domain [2]. The data set for the semantic modality is
defined as R = {ay}y∈Y , where each ay ∈ A ⊆ RA is asso-
ciated to a visual class from Y . The semantic representation
consists of a semantic information (e.g., textual description,
or a set of attributes) available for the visual classes. This
information can be transformed into an embedding space by
feature representation methods (e.g., set of continuous features
such as word2vec [2]). The semantic data set has only one
representation per visual class.

GZSL has a particular set up for the training and testing
stages. The data set D is divided into two subsets: Dtr for
training, and Dts for testing. The training set contains visual
samples drawn from the seen classes YS and the testing
set contains visual samples from both the seen and unseen
domains. The semantic data set, R, is available during training
and testing.

GZSL with Calibrated Classifiers over Visual, Semantic
and Joint Latent Spaces: The inference of our proposed
model estimates the visual class y of a test image x, as follows:

y∗ = arg max
y∈Y

f(y|x), (1)

with

f(y|x) = σx(y|x̃, τx, θx) + σa(y|ã, τa, θa) + σz(y|z̃, τz, θz),
(2)

where x̃ ∈ X represents a generated visual sample, ã ∈ A
denotes a generated semantic sample, z̃ ∈ Z ⊆ RZ is a
generated joint latent sample, and σx(.), σa(.), σz(.) represent
the softmax classifiers for the visual, semantic and joint latent
spaces – these classifiers are parameterised by θx, θa, θz , and
calibrated by τx, τa, τz , respectively. Note that the inference
defined in Eq. 1 and Eq. 2 shows the main contributions of
this paper: 1) the multi-modal inference, and 2) the domain
balancing by classifier calibration without any external domain
classifier to distinguish samples from seen and unseen classes.

The whole model depicted in Fig. 1 shows other compo-
nents that are defined below. The visual and semantic encoders
are defined by

z̃ ∼ p(E)
x (z|x, θ(E)

x ),

z̃ ∼ p(E)
a (z|a, θ(E)

a ),
(3)

where p(E)
x (.) and p(E)

a (.) denote the visual and semantic en-
coding models. The visual and semantic decoders are defined
by

x̃ ∼ p(D)
x (x|z, θ(D)

x ),

ã ∼ p(D)
a (a|z, θ(D)

a ),
(4)

where p(D)
x (.) and p

(D)
a (.) represent the visual and semantic

decoding models.

There have been many GZSL methods that rely on the
generation of synthetic visual samples, given their semantic
representation [7], [8], [15], as described in Sec. II. In this
paper, we extend the model proposed by Schonfeld et al. [8].
In particular, the training of the model defined in Eq. 1- Eq. 4
is an end-to-end process that minimises the following loss
function:

`(Dtr,R) = γPD`PD + `V AE + γCM `CM + γDA`DA. (5)

The first term in Eq. 5 enables the training of a GZSL model
taking into consideration the joint domain optimisation (with
the seen and unseen domain) and the multi-modal inference
(visual, semantic and latent spaces). The sample-wise loss `PD
is defined as the cross-entropy loss for the classifiers in Eq. 2,
as follows:

`PD = −hy log(σx(y|x̃, τx, θx))

−hy log(σa(y|ã, τa, θa))

−hy log(σz(y|z̃, τz, θz)),
(6)

where hy represents the yth dimension of a one-hot representa-
tion of the label y, the sample z̃ is generated according to Eq. 3
using the encoders from the semantic and visual spaces, and
the samples x̃ and ã are generated with the decoders in Eq. 4. It
is important to notice in Eq. 6 that there is no hyper-parameter
or external domain classifier that weights the classification for
each modality, as is the case in previous GZSL methods [6],
[11]. Instead, we rely entirely on calibrating the classifiers
using temperature scaling [12], which, for the case of the
softmax classifier, is defined by

σx(y|x, τx, θx) =
e(πx(y|x,θx)/τx)∑C
c=1 e(πx(c|x,θx)/τx)

, (7)

where πx(y|x, θx) represents the logit for the visual classi-
fication (and similarly for σa(y|a, τa, θa) and σz(y|z, τz, θz)
in Eq. 2). In traditional supervised learning, the temperature
scaling factor τ is assumed to be equal to one. However,
recent research shows that this parameter can be used for
calibrating the classification confidence [12]. After calibrating
each classifier, the ensemble consists of summing the three
classification results from Eq. 2. The calibration parameters
are learned based on the validation set held out from training,
as proposed in [2].

The second term in Eq. 5 represents the variational auto-
encoder (VAE) error [24], defined by [8]. The sample-wise
loss for that second term is denoted by

`V AE = Eq(z|x,λ)
[

log(p(D)
x (x|z, θ(D)

x ))
]

+Eq(z|a,λ)
[

log(p(D)
a (a|z, θ(D)

x ))
]

−DKL
(
q(z|x, λx)||pφ(z)

)
−DKL

(
q(z|a, λa)||pφ(z)

)
,

(8)



which represents the variational loss, where the first term
aims to minimize the reconstruction error for the visual
features, the second term minimises the reconstruction error
for the semantic features, and the last two terms represent
the Kullback-Leibler divergence between the prior distribution
pφ(z) (assumed to be Gaussian) and the variational distribu-
tions qφ(z | x, λx) and qφ(z | x, λa), also assumed to be
Gaussian.

The third term in Eq. 5 denotes the cross-modality align-
ment loss that calculates the reconstruction error between the
visual and semantic modalities [8]. The sample-wise loss for
that third term is defined by:

`CM = ‖x− x̃‖+ ‖a− ã‖, (9)

where x̃ is sampled from the decoder p(D)
x (x|z̃, θ(D)

x ) in Eq. 4,
with z̃ being sampled from p

(E)
a (z|a, θ(E)

a ) in Eq. 3 and x
and a belonging to the same class. Similarly in Eq. 9, ã is
sampled from the decoder p(D)

a (a|z̃, θ(D)
a ) in Eq. 4, with z̃

being sampled from p
(E)
x (z|x, θ(E)

x ) in Eq. 3 and x and a
belonging to the same class.

The fourth term in Eq. 5 consists of the distribution-
alignment loss of samples belonging to the same class. The
loss is defined by [8]:

`DA =|| µx − µa ||22 + || Σ
1
2
x − Σ

1
2
a ||2F , (10)

where µx ∈ Z and Σx ∈ Z × Z are the mean vector and co-
variance matrix of the latent samples from a particular class
produced by the encoder p(E)

x (z|x, θ(E)
x ) (similarly for µa and

Σa for p(E)
a (z|a, θ(E)

x )), and ‖.‖F represents the Frobenius
norm. This loss assumes a uni-modal Gaussian distribution of
the latent vectors of a particular class, and approximates the
distributions produced by the visual and semantic classes. The
training is achieved by minimising the loss in Eq. 10 with the
average of the sample-wise losses defined in Equations 6, 8, 9,
where the hyper-parameters are estimated with grid search
using the validation set.

IV. EXPERIMENTS

In this section, we introduce the experimental setup to
demonstrate the performance of the proposed method. First,
we present the benchmark data sets, then we describe the
evaluation criteria for the experimental setup. We then show
the results of the proposed method compared with previous
models from the literature. Finally, we provide ablation studies
to explore the functionality of the proposed method.

Data Sets - We evaluate the proposed method on four
publicly available1 benchmark GZSL data sets: AWA1 [2],
[25], AWA2 [2], [25], CUB [26], and SUN [2]. Recent research
argues that GZSL approaches that use pre-trained models must
take into consideration the overlap between unseen classes
and the ImageNet classes [2]. Therefore, we use the GZSL
experimental setup described by Xian et al. [2], which prevents
that the GZSL unseen classes overlap with the ImageNet
classes [2], [27]. These data sets can be either fine or coarse-
grained. The CUB data set [26] is fine-grained, where the
visual classes are similar to each other, and the semantic

1Data sets from https://cvml.ist.ac.at/AwA2/.

representation contains discriminative details. The data sets
SUN, AWA1 and AWA2 are coarse-grained, where visual
classes are better separated. In particular, SUN represents a
challenging GZSL problem due to the number and diversity
of classes [2]. Table I contains basic information about the
data sets in terms of the number of seen and unseen classes
and the number of training and testing images.

The visual representation for all the benchmark data sets
is extracted from the activation of the 2048-dimensional top
pooling layer of ResNet-101 [22]. The semantic representation
of CUB [2] consists of the 1024-dimensional vector produced
by CNN-RNN [3]. These semantic samples represent a written
description of each image using 10 sentences per image. To
define a unique semantic sample per-class, we average the
semantic samples of all images belonging to each class [2].
For AWA1, AWA2 and SUN we used the semantic features
proposed by Xian et al. [2], where we use the 102-dimensional
feature for SUN [2], and the 85-dimensional feature for
AWA1 [2] and AWA2 [2].

TABLE I. THE BENCHMARKS FOR GZSL: AWA1 [2], AWA2 [2],
CUB [26], AND SUN [28]. THE NUMBER OF SEEN CLASSES, DENOTED BY
|YS |, SPLIT INTO TRAINING AND VALIDATION CLASSES (TRAIN+VAL),

THE NUMBER OF UNSEEN CLASSES |YU |, THE NUMBER OF SAMPLES
AVAILABLE FOR TRAINING |DTr| AND TESTING SAMPLES THAT BELONG
TO THE UNSEEN CLASSES |DTe

U | AND TESTING SAMPLES FROM THE SEEN

CLASSES |DTe
S | [7], [15].

Name |YS | (train+val) |YU | |DTr| |DTe
U |+ |D

Te
S |

AWA1 40 (27+13) 10 19832 4958+5685
AWA2 40 (27+13) 10 23527 5882+7913
CUB 150 (100+50) 50 7057 1764+2967
SUN 745 (580+65) 72 14340 2580+1440

Evaluation Protocol - We evaluate the proposed model
with Xian et al.’s [2], [15] protocol, which has been widely
used for GZSL evaluation. This protocol relies on three mea-
sures: top-1 accuracy for the seen samples, top-1 accuracy
for the unseen samples, and the harmonic mean. The top-
1 accuracy is computed by the average per-class, then we
calculate the overall mean over all classes. We calculate the
mean-class accuracy for each domain separately, i.e., the seen
(YS) and the unseen (YU ) classes. The harmonic mean (H-
mean) is a measure that combines the accuracy for the seen
and unseen domains [2]. We also present experiments using
the area under the seen and unseen curve (AUSUC) [16].

Implementation Details - We describe the architecture
for the proposed model. We first describe the variational auto-
encoder network, where the visual encoder is a network com-
prising one hidden layer with 1560 nodes, and the semantic
encoder is a network consisting of one hidden layer with
1450 nodes. The visual decoder and the semantic decoder are

TABLE II. AREA UNDER THE CURVE OF SEEN AND UNSEEN
ACCURACY (AUSUC). THE HIGHLIGHTED VALUES PER COLUMN

REPRESENT THE BEST RESULTS IN EACH DATA SET. THE NOTATION *
REPRESENTS THE RESULTS THAT WE REPRODUCED. THE BEST RESULT PER

COLUMN IS HIGHLIGHTED.

Classifier AWA1 AWA2 CUB SUN
EZSL [29] 39.8 − 30.2 12.8
DAZSL [11] 53.2 − 35.7 23.9
f-CLSWGAN [15] 46.1 − 35.5 22.0
cycle-WGAN [7]* 47.3 − 41.8 23.2
CADA-VAE [8]* 52.4 52.2 37.0 23.6

ours 53.2 54.9 39.3 24.0



TABLE III. GZSL RESULTS USING PER-CLASS AVERAGE TOP-1 ACCURACY ON THE TEST SETS OF UNSEEN CLASSES YU , SEEN CLASSES YS , AND
H-MEAN RESULT H – ALL RESULTS SHOWN IN PERCENTAGE. THE RESULTS FROM PREVIOUSLY PROPOSED METHODS IN THE FIELD WERE EXTRACTED

FROM [2]. THE HIGHLIGHTED VALUES REPRESENT THE BEST ONES IN EACH COLUMN WITHIN A CONFIDENCE OF ±1%.

AWA1 AWA2 CUB SUN
Classifier YS YU H YS YU H YS YU H YS YU H

Semantic approach
SJE [30] 74.6 11.3 19.6 73.9 8.0 14.4 59.2 23.5 33.6 30.5 14.7 19.8
ALE [31] 76.1 16.8 27.5 81.8 14.0 23.9 62.8 23.7 34.4 33.1 21.8 26.3
LATEM [32] 71.7 7.3 13.3 77.3 11.5 20.0 57.3 15.2 24.0 28.8 14.7 19.5
ESZSL [29] 75.6 6.6 12.1 77.8 5.9 11.0 63.8 12.6 21.0 27.9 11.0 15.8
SYNC [17] 87.3 8.9 16.2 90.5 10.0 18.0 70.9 11.5 19.8 43.3 7.9 13.4
DEVISE [33] 68.7 13.4 22.4 74.7 17.1 27.8 53.0 23.8 32.8 27.4 16.9 20.9
PQZSL [34] 31.7 70.9 43.8 − − − 43.2 51.4 46.9 35.1 35.3 35.2
Generative approach
SAE [35] 77.1 1.8 3.5 82.2 1.1 2.2 18.0 8.8 11.8 54.0 7.8 13.6
f-CLSWGAN [15] 61.4 57.9 59.6 68.9 52.1 59.4 57.7 43.7 49.7 36.6 42.6 39.4
cycle-WGAN [7] 63.5 56.4 59.7 − − − 60.3 46.0 52.2 33.1 48.3 39.2
CADA-VAE [8] 72.8 57.3 64.1 75.0 55.8 63.9 53.5 51.6 52.4 35.7 47.2 40.6
Zhu et al. [9] − − − 41.6 91.3 57.2 33.4 87.5 48.4 − − −
LisGAN [36] 52.6 76.3 62.3 − − − 46.5 57.9 51.6 42.9 37.8 40.2
GMN [37] 61.1 71.3 65.8 − − − 56.1 54.3 55.2 53.2 33.0 40.7
GDAN [38] − − − 32.1 67.5 43.5 39.3 66.7 49.5 38.1 89.9 53.4
Combining classifiers
CMT [6] 87.6 0.9 1.8 90.0 0.5 1.0 49.8 7.2 12.6 21.8 8.1 11.8
DAZSL [11] 76.9 54.7 63.9 − − − 56.9 47.6 51.8 37.2 45.6 41.4
SABR [39] 30.3 93.9 46.9 − − − 55.0 58.7 56.8 50.7 35.1 41.5

ours 75.2 57.3 65.0 73.2 58.5 65.0 55.2 52.7 54.0 35.6 47.4 40.7

represented by networks with one hidden layer containing 1560
and 660 nodes, respectively. The latent space Z contains 64
dimensions. The whole model is optimised with Adam for 100
epochs [40]. The hyper-parameters γPD, γCM and γDA are
estimated with cross-validation. The multi-modal classifiers in
Eq. 1 are represented by a neural network with one linear
layer transformation and an output layer of size |Y| = C. As
proposed in Eq. 7, all these classifier networks have a softmax
activation function after the linear layer. The training of these
classifiers relies on multi-class cross-entropy loss and Adam
optimiser [40], with a learning rate of 0.001. To alleviate the
lack of unseen samples, we generated artificial samples from
the semantic representation for all benchmark data sets during
the training of the classifiers. We propose the optimisation of
the loss function in Eq. 5, by alternating the training of each
component. Furthermore, we calibrate the predictions with
temperature scaling for GZSL models, as described in Eq. 7,
where this optimisation process depends on the validation set
provided by Xian et al [2], and each classifier has a singular
temperature scale.

V. RESULTS AND DISCUSSIONS

AUSUC – In Table II, we show the area under the curve of
seen and unseen accuracy (AUSUC) results [16]. We evaluate
the proposed model in terms of AUSUC for the benchmark
data sets AWA1, AWA2, CUB, and SUN; and compare to sev-
eral literature methods [7], [8], [11], [15], [29]. The proposed
approach produces the highest AUSUC in three out of the four
data sets (SUN, AWA1, and AWA2), and also improves over
CADA-VAE [8] on all four data sets. For CUB, our AUSUC
result is the second best among the methods in Table II. The
AUSUC is achieved by varying a balancing factor between the
seen and the unseen contributions for the harmonic-mean [16].
The AUSUC is a more general assessment of GZSL methods,
compared with the measures above, because it does not commit
to any operating point of the seen and unseen classification. In
fact, the AUSUC shows in Fig. 2 the overall performance of the
GZSL method, where several operating points are considered,

with each point representing different classification biases for
the unseen and seen classes.

GZSL – In Table III, we evaluate the performance of the
proposed approach, referred to as ’ours’, and compare it to
several models in the literature. More specifically, we show
the results for the data sets AWA1, AWA2, CUB, and SUN
and compare the proposed model to recently proposed and
baseline GZSL methods. We define three distinct groups of
GZSL approaches in the table: semantic approach, generative
approach and models that combine domain classifiers. The se-
mantic group focuses on learning a transformation from visual
to semantic representation, then the classification is based on
nearest neighbour classification in the semantic space [17],
[29]–[34]. The generative group of GZSL approaches rely
on generative models to produce synthetic visual features for
the unseen classes [7]–[9], [15], [35]–[38]. We also compare
the proposed model to approaches that combine the seen and
unseen domain classifiers [6], [11], [39]. Table III shows that
there is not a dominant method in the current GZSL literature
for top-1 accuracy measures. For instance, for AWA1, we
notice that GMN [37] and our approach are the top performing
methods, with similar H-mean results. For AWA2, our method
is the best, with CADA-VAE [8] being slightly worse, but com-
parable. For CUB, we notice that SABR [39], GMN [37] and
our approach are the top performing methods, with comparable
H-mean results. For SUN, GDAN [38] is significantly better
than all other approaches. Therefore, these results suggest that
the top performing GZSL methods in the field are GMN and
ours, with other methods being superior on one data set and
inferior on other data sets (e.g., GDAN [38] and SABR [39]).
It is also important to notice that our approach produces
better H-mean results than CADA-VAE [8], which is the most
influential method for our proposed approach. Also, on the
SUN data set, our approach is in fact competitive with all
other methods in the field, except for the recently proposed
GDAN [38] that is more than 10% better than any other
approach in the field.

Ablation studies – Table IV shows an ablation study of the



TABLE IV. ABLATION STUDY OF OUR GZSL APPROACH, USING PER-CLASS AVERAGE TOP-1 ACCURACY ON THE TEST SETS OF UNSEEN CLASSES YU ,
SEEN CLASSES YS , AND H-MEAN RESULT H – ALL RESULTS SHOWN IN PERCENTAGE. WE REPORT THE RESULTS FOR EACH OF THE EMBEDDING SPACES

USED FOR CLASSIFICATION, THE SIMPLE AVERAGE COMBINATION WITHOUT CLASSIFICATION CALIBRATION (DENOTED AS τ = 1 IN EQ. 7), AND THE
PROPOSED TEMPERATURE CALIBRATED METHOD. THE BEST RESULT PER COLUMN IS HIGHLIGHTED.

AWA1 AWA2 CUB SUN
Classifier YS YU H YS YU H YS YU H YS YU H

classifier(x̃) 76.5 44.1 56.0 81.4 43.8 57.0 65.0 28.0 39.1 28.9 48.7 36.3
classifier(ã) 77.0 42.1 54.4 81.9 47.9 60.4 61.5 25.0 35.6 24.7 36.7 29.5
classifier(z̃) 76.6 55.0 64.1 75.3 55.5 63.9 57.2 48.4 52.4 36.8 45.1 40.6
ours (τ = 1) 80.0 51.3 62.5 84.4 52.0 64.4 66.7 30.1 41.5 32.8 49.2 39.3
ours 75.2 57.3 65.0 73.2 58.5 65.0 55.2 52.7 54.0 35.6 47.4 40.7

AWA1 AWA2

CUB SUN

Fig. 2. The area for seen and unseen accuracy curve for the proposed method (green) and CADA-VAE [8] (pink), which is the closest model to ours (please
see text and Table III for details about the methods). Note that these graphs are used to compute the AUSUC in Table II

proposed model. The ablation results show the accuracy of the
classifiers trained for each modality: the joint visual/semantic
embedding space classifier(z̃) (similarly to Schonfeld et
al. [8]); the reconstructed visual space classifier(x̃); and the
reconstructed semantic space classifier(ã). We also show
the results with our multi-modal approach trained without
temperature calibration, denoted by ’ours (τ = 1)’. The last
row in Table IV shows the result of our proposed multi-
modal approach with calibration. This study shows that the
proposed approach is more accurate than each one of the single
modality classifiers (joint semantic/visual space, reconstructed
visual and reconstructed semantic spaces). We also show
in Table IV that the calibration of all classifiers provides
a substantial improvement in terms of H-mean for all data

sets, compared with a simple combination of un-calibrated
classifiers. This suggests that the proposed combination of
multi-modal calibrated classifiers enables an accurate multi-
domain classification with a good balance between seen and
unseen classification.

The proposed method proposes a novel appoach for solving
GZSL, which demonstrates by Tables I, II and III outstanding
performance. In particularly, the proposed method improves
over the baseline [8]. In fact, as shown on Tables II and III,
the combination of multiple classifiers improves the accuracy
of the baseline [8] for all datasets. Furthermore, our method
is competitive in all datasets, achieving competitive AUSUC
results in AWA1, AWA2 and SUN. Regarding H-mean, our
approach is competitive in all datasets, particularly in AWA1



and AWA2.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we introduced an approach that explores
multi-modal (i.e., visual, semantic and joint latent modalities)
and multi-domain (seen and unseen classes) GZSL classifiers.
The multi-modal aspect of our proposal is based on a dual
encoder-decoder method that uses a joint latent space to trans-
form samples between the visual and semantic spaces. This
mechanism allows us to generate samples for seen and unseen
classes for each of the visual, semantic, and latent joint modali-
ties, forming a multi-modal GZSL classification. By calibrating
each modality classifier, we show that we can achieve a good
balance between the classification of seen and unseen classes,
producing an accurate multi-domain classification method. The
experimental results provide evidence for these contributions
and demonstrate that the proposed approach achieves compet-
itive results in common GZSL benchmarks. Specifically, the
proposed proposed method achieved state-of-the-art H-mean
results for AWA1, AWA2, and CUB. Moreover, the proposed
model achieves state-of-the-art results in terms of AUSUC for
SUN, AWA1 and AWA2.

In Sec. V, we discussed how the proposed method can
combine complementary information from multiple modalities
and domains. We believe that our result can motivate further
study in GZSL on how to combine other modalities and
domains. We also believe that we can extend the proposed
model to work with different generative models, which can
potentially produce better synthetic samples to train the GZSL
models.
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