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Abstract

We introduce a new methodology that combines deep learning and level set

for the automated segmentation of the left ventricle of the heart from cardiac

cine magnetic resonance (MR) data. This combination is relevant for segmen-

tation problems, where the visual object of interest presents large shape and

appearance variations, but the annotated training set is small, which is the case

for various medical image analysis applications, including the one considered

in this paper. In particular, level set methods are based on shape and appear-

ance terms that use small training sets, but present limitations for modelling

the visual object variations. Deep learning methods can model such variations

using relatively small amounts of annotated training, but they often need to

be regularised to produce good generalisation. Therefore, the combination of

these methods brings together the advantages of both approaches, producing a

methodology that needs small training sets and produces accurate segmentation

results. We test our methodology on the MICCAI 2009 left ventricle segmenta-

tion challenge database (containing 15 sequences for training, 15 for validation

and 15 for testing), where our approach achieves the most accurate results in

the semi-automated problem and state-of-the-art results for the fully automated

challenge.

1T. Ngo and Z. Lu developed this work while they were with the University of Adelaide.
2Corresponding author.
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(a) mid-ventricular image (b) heart model

Figure 1: LV segmentation from cardiac cine MR imaging (Radau et al. (2009)) (a), and a

3-D model of the heart with respective MR image, representing one of the volume slices (b).

Keywords: Deep learning, Level set method, Segmentation of the Left
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1. Introduction

Medical image analysis segmentation problems are unique in the sense that

they require highly accurate results, but at the same time provide relatively

small annotated training sets. A typical example is the segmentation of the

endocardium and epicardium from the left ventricle (LV) of the heart using5

cardiac cine Magnetic Resonance (MR), as shown in Fig. 1. The LV segmenta-

tion is necessary for the assessment of the cardiovascular system function and

structure and needs to be accurate for a precise diagnosis, but current public

databases do not present large annotated training sets (Petitjean and Dacher

(2011); Radau et al. (2009)). Therefore, one of the main research topics in this10

field is how to obtain the precision required with these small training sets.

The main techniques being explored for the automated segmentation of the

endocardium and epicardium from cardiac cine MR are based on active contour

models, machine learning models, and integrated active contour and machine

learning models. Active contour models (Kass et al. (1988); Osher and Sethian15

(1988)) represent one of the most successful methodologies in the field, and they

are based on an optimisation that minimises an energy functional that varies

the shape of a contour using internal and external constraints. The energy to
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bend, stretch or shrink a contour is represented by the internal constraints,

while the external constraints use the observed data (e.g., image) to move the20

contour towards (or away from) certain appearance features (such as edges).

These constraints are usually designed by hand based on shape and appearance

priors that use small or no annotated training sets. Although successful, active

contour models are based on low-complexity shape and appearance models that

are usually unable to robustly model all variation present in the visual object25

of interest studied in several medical image analysis problems.

The advent of machine learning methods to medical image analysis (Cootes

et al. (1995); Georgescu et al. (2005); Zheng et al. (2008)) has addressed this is-

sue by estimating more complex shape and appearance models using annotated

training sets. However, the accuracy requirements found in medical image anal-30

ysis applications usually mean that these models need to be quite complex in

order to allow the learning of all appearance and shape variations found in the

annotated training set, and as a consequence, this training set has to be large

and rich. The issue in machine learning based models then becomes centred on

the acquisition of comprehensive annotated training sets, which is a particularly35

complicated task in medical image analysis. Therefore, in order to reduce the

model complexity and consequently, the need for large and rich training sets, a

natural idea is to combine the prior information of active contour models with

the learned information of machine learning models. The most dominant ap-

proach in this direction is the integration of active contour models and Markov40

random fields (Cobzas and Schmidt (2009); Huang et al. (2004); Tsechpenakis

and Metaxas (2007)), but the main issue of these approaches is that these mod-

els are in general quite complex, and as a result they still require large amounts

of training data.

In this paper, we propose a new automated segmentation approach for the45

endocardial and epicardial borders of the left ventricle (LV) from all slices of

the end diastole (ED) and end systole (ES) cardiac phases of an MR cine study,

where the ED and ES volumes are manually selected by the user. This proposed

approach combines an active contour model (distance regularised level sets) (Li
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et al. (2010)) with a machine learning approach (deep belief network) (Hinton50

and Salakhutdinov (2006)). This is a sensible combination because this problem

does not usually have comprehensive training sets available, but still requires

high segmentation accuracy (Radau et al. (2009)). Specifically, we explore the

fact that the prior information explored by the level set method reduces the

need of using highly complex machine learning models (requiring large train-55

ing sets), but the limitations of this prior information indicates the need of a

machine learning method that can reliably model the shape and appearance

of the LV. However, this method must be able to be robustly trained with a

limited number of annotated training images, which is the exactly one of the

advantages behind deep belief network training (Carneiro et al. (2012); Carneiro60

and Nascimento (2013)). We show that this combination leads to competitive

segmentation accuracy results on the MICCAI 2009 LV segmentation challenge

database (Radau et al. (2009)), which does not contain a large training set and

that has been tested by several different methodologies. Specifically, our exper-

iments show that our approach produces the best result in the field when we65

rely on a semi-automated segmentation (i.e., with manual initialisation). Also,

our fully automated approach produces a result that is on par with the current

state of the art on the same database (Jolly (2009)).

1.1. Contributions

The main contributions of our approach are the following: 1) structured70

output for the region of interest (ROI) of the LV using a deep belief network

(DBN), 2) structured output for the delineation of the endocardial and epicar-

dial borders using another DBN, and 3) extension to the distance regularised

level set method (DRLS) (Li et al. (2010)) that takes the estimated ROI from

innovation (1) (above) to initialise the optimisation process and the delineation75

from innovation (2) to constrain the level set evolution. One advantage of using

DBN models lies in the need of smaller training sets (Hinton and Salakhutdi-

nov (2006)) compared to other machine learning methods (Cobzas and Schmidt

(2009); Huang et al. (2004); Tsechpenakis and Metaxas (2007); Cortes and Vap-
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nik (1995); Freund and Schapire (1995)). Another advantage of our method80

is the improved accuracy brought by the integration of the DBN and DRLS,

when compared to the accuracy of the DBN and DRLS independently. Fi-

nally, compared to our preliminary papers (Ngo and Carneiro (2013, 2014)),

this work presents the following contributions: 1) detection and segmentation

of the epicardial border, and 2) comparison of our epicardium segmentation re-85

sults (in addition to the endocardium segmentation already presented in (Ngo

and Carneiro (2013, 2014))) with the state of the art.

2. Literature Review

We focus this work on the segmentation of the endocardial and epicardial

borders of the LV from short axis cine MR images (see Fig. 1), so we explore90

the literature for this application, but in principle our proposed methodology

is general enough to be extended to other applications (this extension is out

of the scope of this paper). This segmentation has several challenges, which

include the lack of gray level homogeneity of LV among different cases (due to

blood flow, papillary muscles and trabeculations) and the low resolution of the95

apical and basal images (Petitjean and Dacher (2011)). According to (Petit-

jean and Dacher (2011)), current LV segmentation approaches can be classified

based on three characteristics: 1) segmentation method (region and edge based,

pixel classification, deformable models, active appearance and shape models), 2)

prior information (none, weak, and strong), and 3) automated localisation of the100

heart (time-based or object detection). Furthermore, their analysis (Petitjean

and Dacher (2011)) of the MICCAI 2009 challenge results (Radau et al. (2009))

indicates that image-based methodologies (Lu et al. (2009); Huang et al. (2009);

Uzunbaş et al. (2012)) (e.g., thresholding, or dynamic programming applied to

image segmentation results) produce the highest accuracy, but have the draw-105

backs of requiring user interaction and of being unable to assess the ventricular

surface in all cardiac phases. More sophisticated methodologies (O’Brien et al.

(2009); Schaerer et al. (2010); Jolly (2009)) demonstrate how to handle these
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challenges, but they show slightly less accurate results. Also, by making the

technique specific to the LV segmentation, some methodologies (Lu et al. (2009);110

Huang et al. (2009); Constantinides et al. (2012); Uzunbaş et al. (2012)) present

more accurate results when compared to more general approaches (O’Brien et al.

(2009); Wijnhout et al. (2009)). The main conclusion reached by the authors of

the review (Petitjean and Dacher (2011)) is that the methodology presented by

(Jolly (2009)) is the most competitive because it is fully automatic and offers115

the best compromise between accuracy and generalisation. Therefore, we regard

Jolly’s approach (Jolly (2009)) as our main competitor for the fully automated

case. For the semi-automated case, the most competitive methods in the MIC-

CAI 2009 challenge was developed by (Huang et al. (2009)) and ( Uzunbaş et al.

(2012)), so we consider them to be our main competitors for the semi-automated120

case.

Structured inference and learning is the classification problem involving a

structured output (BakIr (2007)), such as the case for segmentation tasks, where

the classification is represented by a multi-dimensional binary vector. Although

most of the current work in computer vision and machine learning is focused on125

the large margin structured learning formulation (Tsochantaridis et al. (2005)),

one of the most natural ways to represent a structured learning is with a multi-

layer perceptron (MLP), where the output layer consists of a multi-dimensional

binary vector denoting the segmentation (Collins (2002)). One of the recent

breakthroughs in the field was the discovery of an efficient learning algorithm130

for training DBN (Hinton and Salakhutdinov (2006)), which allowed the de-

velopment of structured inference and learning with DBN, as demonstrated by

several works recently proposed in the field (Fasel and Berry (2010); Farabet

et al. (2012); Ngo and Carneiro (2013, 2014)). The method proposed by (Fara-

bet et al. (2012)) shows a method to parse a scene into several visual classes.135

Fasel et al. (Fasel and Berry (2010)) propose a DBN that takes as input an

ultrasound image of the mouth and outputs a segmentation of the tongue, and

(Ngo and Carneiro (2013, 2014)) propose the segmentation of the endocardium

of the LV from cardiac MR cine study (please recall that the contributions of
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this paper compared to our previos works (Ngo and Carneiro (2013, 2014)) are140

mentioned in Sec. 1.1).

3. Methodology

3.1. Notation

A cardiac cine MR series consists of a sequence of K volumes {Vi}Ki=1,

each representing a particular cardiac phase. In turn, each volume comprises145

a set of L images {Ii}Li=1 (also known as volume slices), where each image

is represented by I : Ω → R, with Ω ⊆ R2 denoting the image coordinate

space. We assume to have annotation only at the ED and ES cardiac phases

(i.e., only two out of the K phases available) for all L images in these two

volumes. In each of these annotated images, the explicit endocardial and150

epicardial contour representations are denoted by cENDO : [0, 1] → Ω and

cEPI : [0, 1] → Ω, respectively. The implicit contour representation is formed

with the zero level set of an Euclidean signed distance function φ : Ω→ R, repre-

sented by C = {x ∈ Ω|φ(x) = 0}, where points inside the contour have φ(x) < 0

and outside, φ(x) > 0. Assume that a set of annotated sequences is rep-155

resented by D = {(I, cENDO, cEPI, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES}, where

i ∈ {1, ..., Ns} is an index to an image within the sequence s, q ∈ {ED,ES} is

the annotation of the cardiac phase, s ∈ {1, ..., S} is an index to a sequence

and S is the number of sequences in D. A segmentation map is represented

by yENDO : Ω → {0, 1} (or yEPI : Ω → {0, 1}), where 1 represents foreground160

(i.e., the region inside the contour cENDO or cEPI) and 0 denotes background

(region outside the contour). For the explanation of our methodology below,

please assume that we run our segmentation slice by slice in each of the ED and

ES volumes, using a sequence of steps displayed in Fig. 2, where the ED and

ES volumes are manually selected by the user.165

3.2. Endocardium Segmentation

The endocardium segmentation is divided into two steps, with the first step

comprising the ROI detection using structured inference on a DBN, which pro-
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Figure 2: All steps involved in our methodology - Fig. 3 depicts each step in more detail.

duces a rectangular region. Using this region as input, an initial endocardium

segmentation is produced using Otsu’s thresholding (Otsu (1975)) (Fig. 3-(a)).170

Note that Otsu’s thresholding (Otsu (1975)) is a method that binarizes a gray-

level image using a threshold value that is estimated in order to minimise the

intra-class variance of the grey values, where the classes are defined by the pixel

values above and below this threshold. The second step uses this initial seg-

mentation to initialise an optimisation using the distance regularised level set175

method (DRLS) (Li et al. (2010)), which is based on an energy functional using

length, area, shape prior and DBN-based appearance terms (Fig. 3-(b)). We

give details about both steps below.

3.2.1. ROI DBN Detection and Initial Endocardium Segmentation

The ROI detection is based on a structured output inference using a DBN,

which is a generative model composed of several layers of unsupervised networks,

known as restricted Boltzmann machines (RBM). These RBMs have connections

between layers but not between units within each layer, which facilitates the

training procedure (Hinton and Salakhutdinov (2006)). The visible layers in

this DBN are composed of the input image and the segmentation map (see

Fig. 4). The ROI DBN detection is based on the maximisation of the following

joint probability function representing a DBN model:

y∗ROI = arg max
y

∫
h1

...

∫
hK

P (v,h1, ...,hK ,y; ΘROI)dh1...dhK , (1)

where hk ∈ {0, 1}|hk| represents the |hk| hidden nodes of layer k ∈ {1, ..,K} of

the DBN, v is a vector representation of the input image I, y : Ω→ {0, 1}, and

8



(a) ROI Detection and Initial Endocardium Segmentation

(b) Endocardium Segmentation

(c) Initial Epicardium Segmentation

(d) Epicardium Segmentation

Figure 3: Models of the ROI detection and initial endocardium segmentation (a), final endo-

cardium segmentation (b), initial epicardium segmentation (c) and final epicardium segmen-

tation (d).

ΘROI denotes the DBN parameters (weights and biases). The probability term
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in (1) is computed as

P (v,h1, ...,hK ,y) = P (hK ,hK−1,y)

(
K−2∏
k=1

P (hk+1|hk)

)
P (h1|v), (2)

where P (hK ,hK−1,y) ∝ exp{−ERBM(hK ,hK−1,y)} with

ERBM(hK ,hK−1,y) =− b>KhK − a>K−1hK−1 − a>y y−

(hK)>WKhK−1 − (hK)>Wyy,
(3)

representing the energy function of an RBM (Hinton and Salakhutdinov (2006)),

where bK ,aK−1,ay denote the bias vectors and WK ,Wy are the weight ma-

trices. In (2), we also have

P (hk+1|hk) =
∏
j

P (hk+1(j) = 1|hk), (4)

with P (hk+1(j) = 1|hk) = σ(bk+1(j) + h>kWk+1(:, j)), P (h1(j) = 1|v) =180

σ(b1(j) + v>W1(:, j)) 3, where σ(x) = 1
1+e−x , the operator (j) returns the jth

vector value, and (:, j) returns the jth matrix column.

The estimation of the DBN parameter in (1) uses a training set comprising

images I and their respective ROI segmentation maps yROI. This annotation

is automatically built from the manual endocardial border delineations cENDO185

(from D, defined in Sec. 3.1), by producing a segmentation map with 0’s every-

where except at a square of 1’s with size MROI, centred at the centre of gravity of

the annotation cENDO (see training samples in Fig. 4-(b)). The training process

is based on the initial unsupervised bottom-up training of each pair of layers,

where the DBN parameters are estimated in order to build an auto-encoder,190

and the top RBM is trained with an additional input containing the segmenta-

tion map yROI (Hinton and Salakhutdinov (2006)). The main algorithm used

in this training process is the contrastive divergence, which is an approximation

to gradient descent (Hinton and Salakhutdinov (2006)). Note that the DBN

is a generative model, so the inference process to produce a segmentation map195

3That is, we assume Gaussian visible units for the DBN with mean zero and standard

deviation one.
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(a) ROI DBN & Otsu’s segmentation (b) Training samples

Figure 4: ROI DBN Model and Otsu’s segmentation (a) and training samples for the ROI

DBN (b).

given an input image is based on the generation of a segmentation map when

the input v is clamped at this input image values. More specifically, using the

input image at the bottom layer, bottom-up inferences are realised with mean-

field approximation until reaching the top two layers, which form an RBM. The

segmentation map layer is then initialised at y = 0 and we then run Gibbs200

sampling on the layers y and hK until convergence (Hinton and Salakhutdinov

(2006)), with hK−1 clamped from the mean-field approximation. The stable

vector for the layer y is labelled y∗ROI.

After estimating the ROI segmentation map y∗ROI, a rough endocardial bor-

der delineation is estimated by first applying the following function:

(IROI,mROI, zROI) = fR(y∗ROI, I,MROI), (5)

where mROI is the centre of gravity of y∗ROI computed as mROI =
∫

Ω
xh(y∗ROI)dx,

with h(y∗ROI) =
H(y∗

ROI)∫
Ω
H(y∗

ROI)dx
and H(.) denoting the Heaviside step function, the

binary map zROI : Ω→ {0, 1} from y∗ROI is computed with

zROI(x) =

 1, y∗ROI(x) > 0.5

0, otherwise
, (6)

and IROI is a sub-image of size MROI ×MROI extracted with IROI = I(mROI ±

MROI/2). Then, Otsu’s thresholding (Otsu (1975)) is run on sub-image IROI,

where the convex hull of the connected component linked to the centre MROI/2
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is returned as the rough endocardial border delineation with z∗OTSU = fO(IROI),

as displayed in Fig. 4-(a). This segmentation is used to form the initial signed

distance function, as follows:

φ0 = fφ(z∗OTSU,mROI,MROI, I), (7)

where we first create a temporary binary map z : Ω→ {0, 1} with a map of the

size of I containing only zeros, as in z = 0size(I) (the function size(i) returns

the size of the image), then we fill this map with the result from z∗OTSU centred

at mROI, with z(mROI ±MROI/2) = z∗OTSU(MROI/2 ±MROI/2). Finally, the

signed distance function φ0 : Ω→ R in (7) is computed with

φ0(x) =

 −d(x,Ωout), if x ∈ Ωin

+d(x,Ωin), if x ∈ Ωout
, (8)

where Ωin = {x ∈ Ω|z(x) = 1}, Ωout = {x ∈ Ω|z(x) = 0}, and d(x,Ω) =

infy∈Ω ‖x− y‖2.205

3.2.2. Endocardium Segmentation Combining DRLS and DBN

Given the initial segmentation φ0 defined in (7), we run an optimisation

algorithm to estimate the final endocardial border using the distance regularised

level set (DRLS) formulation (Li et al. (2010)), where the energy functional is

represented by

E(φ) = µRp(φ) + Eext(φ, φENDO-DBN,q, φENDO-PRIOR,q), (9)

where Rp(φ) =
∫

Ω
p(|∇φ|)dx (with p(s) = 0.5(s− 1)2) is a regularisation term

that guarantees |∇φ| ≈ 1; and Eext(φ) is defined as (Ngo and Carneiro (2013)):

Eext(φ,φENDO-DBN,q, φENDO-PRIOR,q) =

λL(φ) + αA(φ) + βS(φ, φENDO-DBN,q) + γS(φ, φENDO-PRIOR,q),
(10)

where the length term L(φ) =
∫

Ω
gδ(φ)|∇φ|dx (with δ(.) denoting the Dirac

delta function and g = 1
1+|∇Gσ∗I| representing the edge indicator function),

the area A(φ) =
∫

Ω
gH(−φ)dx, and S(φ, φκ) =

∫
Ω

(φ(x) − φκ(x + mφ))2dx
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(with κ ∈ {(ENDO-DBN, q), (ENDO-PRIOR, q)}, and q ∈ {ED,ES}) repre-

sents the shape term that drives φ either towards the shape φENDO-DBN,q in-

ferred from the ENDO DBN (described below in Sec. 3.2.3) or towards the

shape prior φENDO-PRIOR,q estimated from the training set (see Sec. 3.4 be-

low). Notice that the shape term S(φ, φκ) matches the two signed distance

functions using the translation invariance by intrinsic alignment (Cremers et al.

(2006)), where mφ =
∫

Ω
xh(φ(x))dx with h(φ) = H(−φ)∫

Ω
H(−φ)dx

is the centre of

gravity of the segmentation from φ, and assuming that the shape prior rep-

resented by φκ has its centre of gravity at the origin. Note that this trans-

lation aligns the centre of gravity of φκ and φ. It is important to mention

that when κ ∈ {ENDO-PRIOR, q,EPI-PRIOR, q}, then φκ(x + mφ) is essen-

tially the same signed distance function translated according to mφ, but when

κ ∈ {ENDO-DBN, q,EPI-DBN, q}, the shape of the signed distance function

changes as a function of mφ. This happens because the result from the DBN

segmentation changes as a function of where it is applied in the input image.

The gradient flow of the energy E(φ) is then defined as follows:

∂φ

∂t
=µdiv(dp(|∇φ|)∇φ) + λδ(φ)div(g

∇φ
|∇φ|

) + αgδ(φ)+

2β(φ(x)− φENDO-DBN,q(x + mφ))+

2γ(φ(x)− φENDO-PRIOR,q(x + mφ)),

(11)

where div(.) denotes the divergence operator, φ(x) denotes the current level set

function, φENDO-DBN,q(x+mφ) denotes the translated signed distance function

produced by the ENDO-DBN (similarly for ENDO-PRIOR), and dp(.) denotes

the derivative of the function p(.) defined in (9).210

The estimated final endocardium segmentation is obtained from the min-

imisation of the energy functional in (9). In practice, the segmentation is ob-

tained from the steady solution of the gradient flow equation (Li et al. (2010))

∂φ
∂t = −∂E∂φ , where ∂E/∂φ is the Gâteaux derivative of the functional E(φ) and

∂φ
∂t is defined in (11). The main idea of the DRLS (Li et al. (2010)) is then to215

iteratively follow the steepest descent direction (11) until convergence, resulting

in the final steady solution φ∗ENDO,q.
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(a) ENDO DBN (b) Training samples

Figure 5: Graphical model for the ENDO DBN (a) and respective training samples (b).

3.2.3. ENDO DBN

The ENDO DBN used at this stage is similar to the ROI DBN from Sec. 3.2.1,

but with the following differences: 1) instead of using the whole image I as the

input, we use the sub-image IHENDO of size MENDO (centred at mH
ENDO) ex-

tracted with (IHENDO,m
H
ENDO, z

H
ENDO) = fR(H(−φt−1), I,MENDO), where fR(.)

is defined in (5), H(−φt−1) is a binary image containing the estimation for

the endocardium map from DRLS (at iteration t − 1), I denotes the original

image, and zHENDO represents the binary segmentation map (of size MENDO)

from H(−φt−1) on sub-image IHENDO. We estimate the parameters of two

distinct DBNs, one to segment images for q = ES phase and another for

q = ED phase of the cardiac cycle, where the training set is formed by samples

{(IENDO, zENDO, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES} extracted from the origi-

nal training set with (IENDO,mENDO, zENDO) = fR(yENDO, I,MENDO), where

fR(.) is defined in (5), and yENDO is the binary map formed from the original

endocardium annotation cENDO (see Sec. 3.1). The segmentation from ENDO

DBN is obtained with (see Fig. 5):

z∗ENDO,q = arg max
z

∫
...

∫
P (v,h1, ...,hK , z; ΘENDO,q)dh1...dhK , (12)

which is defined in (1), with v receiving the vectorised sub-image IHENDO. The

segmentation z∗ENDO,q can then be used to define the signed distance function220

φENDO-DBN,q in (9) with φENDO-DBN,q = fφ(z∗ENDO,q,m
H
ENDO,MENDO, I), with
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fφ(.) defined in (7). The training and inference processes for these ENDO DBNs

for q ∈ {ES,ED} are the same as described for the ROI DBN in Sec. 3.2.1.

3.3. Epicardium Segmentation

The epicardium segmentation also follows two steps, comprising an initial225

epicardium segmentation, which produces a square region containing the epi-

cardium and an initial estimation of its border, similarly to the approach in

Sec. 3.2.1 (Fig. 3-(c)). The second step involves an optimisation with DRLS (Li

et al. (2010)), similar to the one presented above in Sec. 3.2.2 (Fig. 3-(d)).

3.3.1. Initial Epicardium Segmentation230

The epicardium segmentation process is initialised with a rough delineation

based on the endocardium detection (see Figure 3-(c)). Specifically, after the en-

docardium segmentation is finalized, we estimate the borders of the epicardium

segmentation by first running the Canny edge detector (Canny (1986)) that

outputs the edges within the window IHEPI, produced with (IHEPI,m
H
EPI, z

H
EPI) =235

fR(H(−φ∗ENDO,q), I,MEPI), where φ∗ENDO,q represents the result from the DRLS,

described in Sec. 3.2.2, and fR(.) is defined in (5). The edges lying in the region

where H(−φ∗ENDO,q) equals to one (this region represents blood pool found by

the endocardium segmentation) are then erased and then, by ”shooting” 20 rays

(18 degrees apart from each other) from the centre mH
EPI,q and recording the240

intersection position between each ray and the first edge it crosses, we form a

set of points that are likely to belong to the endocardial border. At this stage,

since it is expected that the endocardial border will be relatively close to the

epicardial border, we only record the points that are within a limited range from

the original endocardial border (specifically, we expect the epicardial border to245

be within 1.05 and 1.1 of the length of the ray from mH
EPI to the endocardial bor-

der; otherwise no point is recorded - these numbers are estimated from the 95%

confidence interval of the distance between the endocardium and epicardium

annotations from the training set). Finally, by fitting an ellipse to these points

and running a small number of iterations of the original DRLS (Li et al. (2010))250
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(which is the model in (9)-(10) with β = γ = 0), we form the initial epicardium

segmentation that is represented by a map z∗EPI-initial, which is then used to

form the initial signed distance function φ0 = fφ(z∗EPI-initial,m
H
EPI,MEPI, I), as

defined in (7).

3.3.2. Epicardium Segmentation Combining DRLS and DBN255

Using the initial epicardium segmentation φ0 from Sec. 3.3.1 above, we run

the optimisation function as defined in (9), but with the following external

energy function: Eext(φ, φEPI-DBN,q, φEPI-PRIOR,q), with q ∈ {ED,ES}, where

φEPI-DBN,q and φEPI-PRIOR,q are defined below. The final steady solution of

this optimisation is represented by φ∗EPI,q.260

3.3.3. EPI DBN

The EPI DBN runs similarly to the network defined above in Sec. 3.2.3,

where the input sub-image IHEPI (centred at mH
EPI) of size MEPI is extracted

with (IHEPI,m
H
EPI, z

H
EPI) = fR(H(−φt−1), I,MEPI), defined in (5). We can esti-

mate the parameters of two DBNs for q ∈ {ED,ES} with the following train-265

ing set {(IEPI, zEPI, i, q)s}i∈{1,...,Ns},s∈{1,...,S},q∈{ED,ES} also extracted from the

original training set with (IEPI,mEPI, zEPI) = fR(yEPI, I,MEPI), with yEPI rep-

resenting the binary map computed from the epicardium annotation cEPI. The

inference process is the same as the one defined in (12), resulting in z∗EPI,q. The

signed distance function is then defined by φEPI-DBN,q = fφ(z∗EPI,q,m
H
EPI,MEPI, I).270

3.4. Shape Prior

The shape priors are computed with the mean of the manual annotations

zENDO and zEPI, respectively, as follows: z̄ENDO-PRIOR(j) = 1
SNs

∑S
s=1

∑Ns
i=1 zENDO(j),

where the index j represents as specific pixel address in the window zENDO of

size MENDO×MENDO. Assuming that each element of the mean map z̄ENDO is

between 0 and 1, the shape prior is computed as

zENDO-PRIOR(j) =

 1, if z̄ENDO-PRIOR(j) > 0.5

0, if z̄ENDO-PRIOR(j) ≤ 0.5
. (13)
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Figure 6: Shape priors for the endocardium and epicardium segmentation in ES and ED

cardiac cycles. Note that for the epicardium case, the MICCAI 2009 challenge database

(Radau et al. (2009)) does not contain training samples for the ES cycle.

Fig. 6 shows z̄ENDO-PRIOR and zENDO-PRIOR for the ED and ES cycles (and

also the epicardium prior for the ED cycle). The signed distance function for

the endocardium segmentation at cardiac cycle q ∈ {ED,ES} is then defined by

φENDO-PRIOR,q = fφ(zENDO-PRIOR,q,m
H
ENDO,MENDO, I). This process works275

in the same way for the case of epicardial shape prior.

4. Experiments

4.1. Data Set and Evaluation Measures

The accuracy of the endocardium and epicardium segmentation results pro-

duced by our methodology is assessed using the database and the evaluation pro-280

posed in the MICCAI 2009 LV segmentation challenge (Radau et al. (2009)),

obtained from the Sunnybrook Health Sciences Centre, Toronto, Canada. In

total, 45 cardiac short axis (SAX) cine-MR data sets are available, which are

divided into three sets (online, testing and training sets) of 15 sequences, where

each sequence contains four ischemic heart failures, four non-ischemic heart fail-285

ures, four LV hypertrophies and three normal cases. Each of those sequences

has been acquired during a 10-15 second breath-hold, with a temporal resolu-

tion of 20 cardiac phases over the heart cycle, starting from the ED cardiac

phase, and containing six to 12 SAX images obtained from the atrioventricular
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ring to the apex (thickness=8mm, gap=8mm, FOV=320mm × 320mm, ma-290

trix= 256× 256). Expert annotations are provided for endocardial contours in

all slices at ED and ES cardiac phases, and for epicardial contours only at ED

cardiac phase. The evaluation proposed for assessing the algorithms submitted

to the MICCAI 2009 LV segmentation challenge is based on the following three

measures: 1) percentage of ”good” contours, 2) the average Dice metric (ADM)295

of the ”good” contours, and 3) average perpendicular distance (APD) of the

”good” contours. A segmentation is classified as good if APD < 5mm.

During the MICCAI 2009 LV Segmentation Challenge (Radau et al. (2009)),

the organisers first released the training and testing sets, where the training set

contained the manual annotation, but the testing set did not include the manual300

annotation. The online dataset only became available on the challenge day, so

that the participants could submit their segmentation results for assessment.

The challenge organisers reported all segmentation results for all datasets that

were available from the participants. Currently all three data sets with their

respective expert annotations are publicly available. Given that most of the305

results from the challenge participants are available for the training and testing

sets, we decided to use the training set to estimate all DBN parameters, the

online set for validating some DBN parameters (e.g., number of layers and

number of nodes per layer), and the testing set exclusively for testing (since

this is the set which has the majority of results from the participants).310

4.2. Experimental Setup

The training set is used for estimating the ROI DBN, ENDO DBN and EPI

DBN parameters (network weights and biases), the shape priors (as described in

Sec. 3.4) and for estimating the weights of the DRLS method (i.e., µ, λ, α, β, γ

in (9) and (10)); while the online set is used for the model selection of the DBNs315

(i.e., estimation of the number of DBN hidden layers and number of nodes per

layer). Specifically, we use the online set for cross validating the number of

hidden layers (we test from two to four hidden layers), and the number of nodes

per hidden layer (we consider ranges from 100 to 2000 nodes per layer in intervals

18



of 100 nodes). Table 1 shows the network structures learned for each DBN used320

in this paper, where for the ROI DBN, the input image is resized from 256×256

to 40×40 using standard blurring and downsampling techniques, for the ENDO

DBN, the input image is resized from MENDO×MENDO to 40× 40, and for the

EPI DBN, the input image is resized from MEPI × MEPI to 40 × 40. Note

that all these DBN models are trained using an augmented training set, where325

for each annotated training image, we generate additional ones by translating

the original image (and its annotation) within a range of ±10 pixels. More

specifically, we have 105 ED images and 75 ES annotated training images (from

the 15 training volumes), and in addition to the original image, we generate 40

additional images with the translations mentioned above. Therefore, in total330

we have 105x41=4305 annotated images for training the ED endocardial DBN

and epicardial DBN, and 75x41=3075 annotated images for training the ES

endocardial DBN. The segmentation accuracy on training saturates with this

augmented training data (i.e., adding more translated training images no longer

improves the training results).335

Table 1: ROI DBN, ENDO DBN and EPI DBN learned structures.

Network input layer h1 h2 output layer

ROI DBN 40 × 40 1300 1500 40 × 40

ENDO DBN (ED cycle) 40 × 40 1000 1000 40 × 40

ENDO DBN (ES cycle) 40 × 40 700 1000 40 × 40

EPI DBN (ED cycle) 40 × 40 1000 1000 40 × 40

The level set weights in (9) learned with the training set for the endo-

cardium segmentation are ∆t = 2 (time step in the level set formulation),

µ = 0.24
∆t = 0.12, λ = 4, α = −2, β = 0.02, and γ = 0.001; and for the epicardium

segmentation, we have ∆t = 2, µ = 0.24
∆t = 0.12, λ = 4, α = −4, β = 0.015, and

γ = 0.001. Note that we follow the recommendation by (Li et al. (2010)) in defin-340

ing the values for ∆t, and µ (the recommendations are ∆t > 1 and µ < 0.25
∆t ).

For the inference procedure,the number of level set (DRLS) iterations is T = 10,
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the size of the sub-windows are set as MROI,MENDO,MEPI = 100. We found

that the segmentation results are stable if these constants are within the ranges:

T ∈ [5, 20], MROI,MENDO,MEPI ∈ [80, 120]. Finally, given that the proposed345

method can only segment the ED and ES volumes, we assume that these vol-

umes are manually selected by the user.

4.3. Results of Each Stage of the Proposed Methodology

The role of each stage of our algorithm for the endocardium segmentation is

presented in Table 2. The ”Initial endocardium segmentation” shows the result350

produced by the zero level set φ0 in (7) (i.e., the result from the ROI detection,

followed by the initial endocardium segmentation). The ”ENDO DBN alone”

displays the accuracy results of the endocardium segmentation produced by the

ENDO DBN (Sec. 3.2.3) alone. The ”Model without DBN/shape prior” repre-

sents the energy functional in (10) with β = γ = 0, which effectively represents355

our model without the influence of the shape prior and the ENDO DBN. Simi-

larly the ”Model without DBN” denotes the case where the functional in (10) has

β = 0 (i.e., with no influence from ENDO DBN) and the ”Model without shape

prior” has γ = 0 (no influence from the shape prior). Finally, the ”Proposed

model” displays the result with all steps described in Sec. 3.2, and ”Proposed360

model (semi)” represents our model using a manual initialisation instead of the

automated initialisation described in Sec. 3.2.1. This manual initialisation con-

sists of a circle, where the centre is the manual annotation centre of gravity

and the radius is the minimum distance between the manual annotation and

this centre. Table 3 shows the result of the ”initial epicardium segmentation”365

explained in Sec. 3.3.1, and the result of the segmentation produced by the

complete model described in Sec. 3.3.2 (labelled as ”Proposed model”). We also

show the result of the semi-automated epicardium segmentation with manual

initialisation (defined in the same way as the manual initialisation above for the

endocardium segmentation), labelled as ”Proposed model (semi)”. Another im-370

portant question about our proposed model is the need of separate classifiers for

the ED and ES phases of the cardiac cycle, so we trained and tested a version of
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our fully automated method using a model that does not discriminate between

these two phases, which is labeled in Tab. 2 as Proposed model (joint ED ES).

Note that we do not show all steps in Table 3 because the results are similar375

to the initial epicardium segmentation. We also show that the combination of

DBN and DRLS provides an accuracy improvement by running the independent

two-sample t-test for the three measures considered in this paper (i.e., the good

percentage, APD and ADM) for the endocardium segmentation, where the first

experiment compares the measures from the proposed model (combining DBN380

and DRLS) and from a method consisting only of the level set without the DBN,

and the second experiment compares the proposed model and the segmentation

result produced by the DBN segmentation alone. In both experiments and for

all measures, the null hypothesis that the measures are drawn from indepen-

dent samples from normal distributions with equal means is rejected at the 5%385

significance level. Finally, another important question about the ROI DBN is

how it compares with more standard boosted cascade detectors Viola and Jones

(2004), so we implemented that approach for the endocardium detection using

integral image and Haar wavelet features, where the output is a window of size

MROI × MROI, where the center is computed from the result of the boosted390

cascade detector. Table 4 shows the Dice metric between the MROI ×MROI

ground truth window (computed from the centre of gravity of the annotation

±MROI in each direction) and the detected window at the centre of gravity of

the detection ±MROI in each direction.

4.4. Comparison with the State of the Art395

Tables 5 and 6 shows a comparison between our methodology (labelled ”Pro-

posed model”) and the state of the art for the endocardium segmentation prob-

lem, while Tables 7 and 8 displays a similar comparison for the epicardium

problem for different subsets of the MICCAI 2009 challenge databases (Radau

et al. (2009)). Most of the approaches on that table are based on active contour400

models (Constantinides et al. (2012); Huang et al. (2009, 2011); Jolly (2009);

Lu et al. (2009); Marak et al. (2009)), machine learning models (O’Brien et al.
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Table 2: Quantitative experiments on the MICCAI 2009 challenge database (Radau et al.

(2009)) showing the influence of each step of the proposed methodology for the endocardium

segmentation. Each cell is formatted as ”mean (standard deviation) [min value - max value]”.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Testing set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.95] 1.79(0.36)[1.28 − 2.75]

Proposed model 95.91(5.28)[84.62 − 100] 0.88(0.03)[0.82 − 0.93] 2.34(0.46)[1.62 − 3.24]

Proposed model (joint ED ES) 90.29(12.73)[61.11 − 100] 0.88(0.03)[0.80 − 0.93] 2.42(0.36)[1.75 − 2.96]

Model without shape prior 95.71(6.96)[78.95 − 100] 0.88(0.03)[0.83 − 0.93] 2.34(0.45)[1.67 − 3.14]

Model without DBN 85.89(18.00)[36.84 − 100] 0.84(0.04)[0.77 − 0.92] 2.77(0.58)[1.73 − 3.74]

Model without DBN/shape prior 84.49(18.31)[36.84 − 100] 0.84(0.04)[0.78 − 0.92] 2.78(0.58)[1.72 − 3.81]

ENDO DBN alone 18.31(19.46)[0 − 100] 0.87(0.02)[0.84 − 0.89] 3.81(0.64)[2.97 − 4.88]

Initial endocardium segmentation 85.18(15.83)[47.37 − 100] 0.85(0.04)[0.79 − 0.92] 2.81(0.47)[2.07 − 3.58]

Training set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.95] 1.63(0.40)[1.29 − 2.70]

Proposed model 97.22(3.16)[91.67 − 100] 0.88(0.05)[0.76 − 0.95] 2.13(0.46)[1.27 − 2.73]

Proposed model (joint ED ES) 92.08(6.11)[82.35 − 100.00] 0.88(0.04)[0.81 − 0.93] 2.42(0.50)[1.60 − 3.24]

Model without shape prior 97.42(4.63)[83.33 − 100] 0.88(0.04)[0.76 − 0.95] 2.14(0.43)[1.28 − 2.63]

Model without DBN 89.42(11.83)[61.11 − 100] 0.85(0.06)[0.71 − 0.93] 2.61(0.66)[1.74 − 3.65]

Model without DBN/shape prior 88.11(13.84)[50.00 − 100] 0.84(0.06)[0.70 − 0.93] 2.57(0.62)[1.72 − 3.53]

ENDO DBN alone 48.09(38.42)[0 − 100] 0.86(0.05)[0.73 − 0.90] 3.23(0.44)[2.70 − 4.05]

Initial endocardium segmentation 89.61(11.57)[55.56 − 100] 0.85(0.06)[0.71 − 0.93] 2.71(0.57)[1.78 − 3.49]

(2009); Wijnhout et al. (2009)), or a combination of both models (Hu et al.

(2012); Uzunbaş et al. (2012)). Furthermore, Tables 5-8 also show a semi-

automated version of our method (labelled ”Proposed model (semi)”) using the405

same initial guess described above in Sec. 4.3. In Tab. 9, we show the ADM and

APD measures of our proposed method using all images in each dataset (i.e., not

only the images that ”survived” the ”Good” percentage test, described above in
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Table 3: Quantitative experiments on the MICCAI 2009 challenge database (Radau et al.

(2009)) compared different versions of the proposed methodology for the epicardium segmen-

tation. Each cell is formatted as ”mean (standard deviation) [min value - max value]”.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Testing set (15 sequences)

Proposed model (semi) 100(0)[100 − 100] 0.94(0.01)[0.92 − 0.97] 1.73(0.28)[1.16 − 2.17]

Proposed model 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.08(0.60)[1.27 − 3.74]

Initial epicardium segmentation 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.19(0.58)[1.32 − 3.68]

Training set (15 sequences)

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.01)[0.91 − 0.96] 1.64(0.34)[1.17 − 2.47]

Proposed model 98.52(5.74)[77.78 − 100] 0.93(0.02)[0.89 − 0.96] 1.99(0.46)[1.35 − 3.13]

Initial epicardium segmentation 96.83(6.92)[77.78 − 100 0.93(0.02)[0.89 − 0.95] 1.99(0.40)[1.46 − 3.14]

Table 4: Average Dice metric between the proposed DBN ROI detector and the boosted

cascade detector Viola and Jones (2004). The cell formatting is the same as in Tab. 2.

Dataset DBN ROI Boosted Cascade

Online 0.88(0.06)[0.70−0.96]] 0.83(0.05)[0.76−0.91]

Testing 0.90(0.04)[0.84−0.94]] 0.86(0.04)[0.77−0.91]

Training 0.96(0.01)[0.95−0.97] 0.84(0.05)[0.74−0.92]

Sec. 4.1). Fig. 7 shows a few endocardium and epicardium segmentation results

produced by our approach for challenging cases, such as with images from api-410

cal and basal slice images and presenting papillary muscles and trabeculations

(please see supplementary material for more results). Finally, Fig. 8 shows a

few unprocessed 3-D models of the endocardial and epicardial borders obtained

with our proposed methodology.
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a) Results of endocardium segmentation on the testing set

b) Results of epicardium segmentation on the testing set

Figure 7: Epicardium and endocardium segmentation results with challenging cases, such as

images from apical and basal slice images and presenting papillary muscles and trabeculations.

The red contour denotes the automated detection, and green shows the manual annotation.

For more results, please see the supplementary material.

5. Discussion and Conclusions415

The role of each stage of our methodology for the endocardium segmentation

becomes clear with the results presented in Table 2. For instance, the DRLS

method alone (Li et al. (2010)) (i.e., without the prior and ENDO DBN terms)
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Figure 8: 3D Model formed by linking the slice by slice results for the endocardial (green

surface) and epicardial (blue) borders in ED cycle (note that we focus on ED cardiac cycle

because no annotated epicardium training set is available for the ES cycle from the MICCAI

2009 challenge database (Radau et al. (2009))).

is not able to improve significantly the result from the initial endocardium seg-

mentation. The addition of the shape prior term improves slightly the accuracy420

(see row ”Model without DBN”), but not significantly so; therefore we can re-

moved it from the framework in order to obtain small gains in terms of efficiency.

ENDO DBN (see row ”Model without shape prior”) is the term that provides

the largest gain in terms of accuracy, even though its performance as a stand

alone segmentation system is not competitive. This indicates that the results425

produced by ENDO DBN complements the results from DRLS using the in-

formation available (and automatically learned) from the training set. Putting

all terms together, the ”Proposed model” displays the best performance of our

method, which is shown to be statistically significantly superior to both the

DRLS and DBN methods. It is important to notice the relative small accuracy430

differences between the training and testing sets, which indicates good gen-

eralisation capabilities of our method (even with the relatively small training

set of the MICCAI 2009 challenge database (Radau et al. (2009)). The use
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of separate models for the ED and ES phases of the cardiac cycles appears to

provide small accuracy gains, but the simplicity of having a single model may435

outweight these gains, depending on the system requirements. Alternatively,

a single model could be implemented based on the methodology described by

Carneiro and Nascimento (Carneiro and Nascimento (2013)) that automatically

combines two models: one for the systolic interval and another for the diastolic

interval, but the training process for this method would require a dataset that440

has annotations available for randomly selected frames from all stages of the

cardiac cycle, in addition to the ED and ES frames available from the MICCAI

2009 LV segmentation challenge (Radau et al. (2009)). Moreover, our proposed

DBN ROI detector shows in Tab. 4 better detection results compared to more

standard methods in the field, such as the boosted cascade detector Viola and445

Jones (2004). Finally, by using a manual initialization, note that we obtain the

best result in the field.

Table 3 shows that the initial epicardium segmentation already produces

a result that is close to the result produced by our proposed model. There-

fore, even though we notice that the use of the EPI DBN also improves the450

result, it is only a slight improvement that mostly happens on the training set.

Furthermore, similarly to the endocardium segmentation, the use of manual

initialisation also shows the best result in the field. Finally, given the similar

appearance of the endocardium and epicardium images, it is important to jus-

tify the need for learning two separate DBN models, that is the ENDO and455

EPI DBNs, instead of a single one estimated with all training sets. The main

reason for these two models lies in the empirical evidence that they produce

more accurate segmentation results, as shown in Tab. 5-6, where the rows la-

belled by Proposed model (semi) show the results with the two separate

DBNs, while the rows labelled by Ngo and Carneiro (2013) display results using460

a single classifier.

The comparison with the state of the art in terms of the endocardium seg-

mentation in Tables 5-6 and the epicardium segmentation in Tables 7-8 shows

that our approach produces the best results in the field for the semi-automated
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segmentation problem. For the fully automated segmentation problem our re-465

sults is on par with the result of the method proposed by (Jolly (2009)), which

is considered to be the current state of the art by a recent review paper by (Pe-

titjean and Dacher (2011)). In general, for the endocardium segmentation, our

results are better in terms of ”Good” percentage than other methods but com-

parable to the best ones with respect to ADM and APD. For the epicardium seg-470

mentation our results are comparable to the method proposed by (Jolly (2009)),

but better than all others. Note that while some approaches are more accurate

in terms of APD or ADM (Lu et al. (2009)), they also present low values for

”Good” percentage, which means that these methods also produce a large num-

ber of segmentations with APD larger than 5mm, but the few ones that survive475

the ”Good” percentage test are reasonably accurate. Another important ob-

servation is the relatively worse performance of the fully automated compared

to semi-automated segmentation (not only for our proposed method, but other

methods proposed in the literature), indicating that there is still room for im-

proving the accuracy of the initial endocardium and epicardium segmentations.480

It is also important to mention that our approach runs on (mean) average in

175±35 seconds for the endocardium segmentation and 119±20 seconds for the

epicardium segmentation using a non-optimised Matlab program, which is slower

or comparable to other aproaches that run between one minute (Constantinides

et al. (2012); Jolly (2009); Uzunbaş et al. (2012); Wijnhout et al. (2009)) and485

three minutes (Hu et al. (2012); Lu et al. (2009)).

There are several points that can be explored in order to improve the results

of the endocardium and epicardium segmentation. First, instead of running

the segmentation algorithm slice by slice, we can run it over the whole volume

and use a 3-D shape model to constrain the search process. Second, we can490

also use a motion model as another constraint for the segmentation process.

Third, if new training sets become available in the field, we can train more

complex DBN models that can potentially produce more accurate segmentation

results. Finally, we can decrease the running time of our approach by paral-

lelizing the segmentation processes since the segmentation of each slice is done495
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independently of all others (roughly this means that we can in principle make

our approach 10 times faster).
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Table 5: Quantitative experiments on the training and testing sets of the MICCAI 2009

challenge databases (Radau et al. (2009)) comparing the performance of our proposed ap-

proach with the state of the art on the endocardium segmentation problem. Notice that

the methods are classified into fully or semi-automated. The cell formatting is the same as

in Tab. 2, but note that ’?’ means that the result is not available in the literature. The top

performance for each measure and dataset is highlighted.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Testing set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.95] 1.79(0.36)[1.28 − 2.75]

Ngo and Carneiro (2013) 96.58(9.58)[63.15 − 100] 0.89(0.03)[0.83 − 0.93] 2.22(0.46)[1.69 − 3.30]

Huang et al. (2009) ? 0.89(0.04)[?−?] 2.10(0.44)[?−?]

Uzunbaş et al. (2012) ? 0.82(0.06)[?−?] 2.98(0.88)[?−?]

Fully Automated

Proposed model 95.91(5.28)[84.62 − 100] 0.88(0.03)[0.82 − 0.93] 2.34(0.46)[1.62 − 3.24]

Jolly (2009) 94.33(9.93)[62.00 − 100] 0.88(0.03)[0.84 − 0.94] 2.44(0.62)[1.36 − 3.68]

Wijnhout et al. (2009) 86.47(11.00)[68.4 − 100] 0.89(0.03)[0.82 − 0.94] 2.29(0.57)[1.67 − 3.93]

Lu et al. (2009) 72.45(19.52)[42.11 − 100] 0.89(0.03)[0.84 − 0.94] 2.07(0.61)[1.32 − 3.77]

Marak et al. (2009) ? 0.86(0.04)[?−?] ?

O’Brien et al. (2009) ? 0.81(?)[?−?] ?

Training set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.95] 1.63(0.40)[1.29 − 2.70]

Ngo and Carneiro (2013) 98.45(3.11)[91.66 − 100] 0.90(0.03)[0.84 − 0.94] 1.96(0.35)[1.43 − 2.55]

Huang et al. (2009) ? 0.90(0.04)[?−?] 2.03(0.34)[?−?]

Fully Automated

Proposed model 97.22(3.16)[91.67 − 100] 0.88(0.05)[0.76 − 0.95] 2.13(0.46)[1.27 − 2.73]

Jolly (2009) 96.93(7.59)[72 − 100] 0.88(0.06)[0.75 − 0.95] 2.09(0.53)[1.35 − 3.23]
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Table 6: Quantitative experiments on the online and full sets of the MICCAI 2009 challenge

databases (Radau et al. (2009)) comparing the performance of our proposed approach with

the state of the art on the endocardium segmentation problem. Notice that the methods

are classified into fully or semi-automated. The cell formatting is the same as in Tab. 2, but

note that ’?’ means that the result is not available in the literature. The top performance for

each measure and dataset is highlighted.

Method ”Good” Percentage Endocardium ADM Endocardium APD

Online set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.85 − 0.96] 1.78(0.49)[1.17 − 3.15]

Ngo and Carneiro (2013) 98.71(3.66)[86.66 − 100] 0.90(0.04)[0.83 − 0.95] 2.04(0.35)[1.53 − 2.67]

Fully Automated

Proposed model 90.54(14.40)[46.67 − 100] 0.89(0.03)[0.82 − 0.94] 2.17(0.46)[1.62 − 3.46]

Full set (45 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.91(0.03)[0.83 − 0.96] 1.73(0.31)[1.17 − 3.15]

Ngo and Carneiro (2013) 97.91(6.18)[63.15 − 100] 0.90(0.03)[0.83 − 0.95] 2.08(0.40)[1.43 − 3.30]

Constantinides et al. (2012) 91.00(8.00)[61 − 100] 0.89(0.04)[0.80 − 0.96] 1.94(0.42)[1.47 − 3.03]

Fully Automated

Proposed model 94.55(9.31)[46.67 − 100] 0.88(0.04)[0.76 − 0.95] 2.22(0.46)[01.27 − 3.46]

Constantinides et al. (2012) 80.00(16.00)[29 − 100] 0.86(0.05)[0.72 − 0.94] 2.44(0.56)[1.31 − 4.20]

Hu et al. (2012) 91.06(9.42)[?−?] 0.89(0.03)[?−?] 2.24(0.40)[?−?]

Huang et al. (2011) 79.20(19.00)[?−?] 0.89(0.04)[?−?] 2.16(0.46)[?−?]
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Table 7: Quantitative experiments on the training and testing sets of the MICCAI 2009

challenge databases (Radau et al. (2009)) comparing the performance of our proposed ap-

proach with the state of the art on the epicardium segmentation problem. Notice that

the methods are classified into fully or semi-automated. The cell formatting is the same as

in Tab. 2, but note that ’?’ means that the result is not available in the literature. The top

performance for each measure and dataset is highlighted.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Testing set (15 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.94(0.01)[0.92 − 0.97] 1.73(0.28)[1.16 − 2.17]

Huang et al. (2009) ? 0.94(0.01)[?−?] 1.95(0.34)[?−?]

Uzunbaş et al. (2012) ? 0.91(0.03)[?−?] 1.78(0.35)[?−?]

Fully Automated

Proposed model 94.65(6.18)[85.71 − 100] 0.93(0.02)[0.88 − 0.96] 2.08(0.60)[1.27 − 3.74]

Jolly (2009) 95.60(6.90)[80.00 − 100] 0.93(0.02)[0.90 − 0.96] 2.05(0.59)[1.28 − 3.29]

Wijnhout et al. (2009) 94.20(7.00)[80.00 − 100] 0.93(0.01)[0.90 − 0.96] 2.28(0.39)[1.57 − 2.98]

Lu et al. (2009) 81.11(13.95)[57.14 − 100] 0.94(0.02)[0.90 − 0.97] 1.91(0.63)[1.06 − 3.26]

Training set (15 sequences)

Semi Automated

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.01)[0.91 − 0.96] 1.64(0.34)[1.17 − 2.47]

Huang et al. (2009) ? 0.93(0.02)[?−?] 2.28(0.42)[?−?]

Fully Automated

Proposed model 98.52(5.74)[77.78 − 100] 0.93(0.02)[0.88 − 0.96] 1.99(0.46)[1.35 − 3.13]

Jolly (2009) 99.07(3.61)[86.00 − 100] 0.93(0.01)[0.91 − 0.95] 1.88(0.40)[1.20 − 2.55]
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Table 8: Quantitative experiments on the online and full sets of the MICCAI 2009 challenge

databases (Radau et al. (2009)) comparing the performance of our proposed approach with

the state of the art on the epicardium segmentation problem. Notice that the methods

are classified into fully or semi-automated. The cell formatting is the same as in Tab. 2, but

note that ’?’ means that the result is not available in the literature. The top performance for

each measure and dataset is highlighted.

Method ”Good” Percentage Epicardium ADM Epicardium APD

Online set (15 sequences)

Semi Automated

Proposed model (semi) 100.00(0.00)[100 − 100] 0.94(0.02)[0.88 − 0.96] 1.90(0.53)[1.22 − 3.16]

Fully Automated

Proposed model 84.32(23.45)[12.50 − 100] 0.93(0.03)[0.84 − 0.95] 2.05(0.61)[1.39 − 3.63]

Full set (45 sequences)

Semi Automated

Proposed model (semi) 100(0)[100 − 100] 0.94(0.02)[0.88 − 0.97] 1.76(0.40)[1.16 − 3.16]

Constantinides et al. (2012) 91.00(10.00)[70 − 100] 0.92(0.02)[0.84 − 0.95] 2.38(0.57)[1.28 − 3.79]

Fully Automated

Proposed model 92.49(15.31)[12.50 − 100] 0.93(0.02)[0.84 − 0.96] 2.04(0.55)[1.27 − 3.70]

Constantinides et al. (2012) 71.00(26.00)[0 − 100] 0.91(0.03)[0.81 − 0.96] 2.80(0.71)[1.37 − 4.88]

Hu et al. (2012) 91.21(8.52)[?−?] 0.94(0.02)[?−?] 2.21(0.45)[?−?]

Huang et al. (2011) 83.90(16.80)[?−?] 0.93(0.02)[?−?] 2.22(0.43)[?−?]
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Table 9: Average Dice metric and perpendicular distance on all images of the MICCAI

2009 challenge databases (Radau et al. (2009)) showing the performance of our proposed

fully-automated approach for the endocardium and epicardium segmentation prob-

lems. The cell formatting is still the same as in Tab. 2.

Dataset Endocardium ADM Endocardium APD Epicardium ADM Epicardium APD

Online 0.86(0.09)[0.57−0.94] 3.04(2.36)[1.62−11.22] 0.89(0.09)[0.56−0.94] 3.38(3.38)[1.76−15.29]

Testing 0.86(0.05)[0.76−0.93] 2.67(0.89)[1.62−5.12] 0.92(0.03)[0.83−0.96] 2.59(1.35)[1.27−6.94]

Training 0.87(0.05)[0.74−0.95] 2.24(0.49)[1.27−2.83] 0.93(0.02)[0.89−0.96] 2.04(0.49)[1.35−3.13]

Full 0.86(0.06)[0.57−0.95] 2.65(0.51)[1.27−11.22] 0.91(0.02)[0.56−0.96] 2.67(0.38)[1.27−15.29]
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