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Computational Intelligence (CI) is a huge and expanding field,
which is rapidly gaining importance, attracting more and more
interest from both academia and industry. It includes a wide
and ever-growing variety of optimization and machine learning
algorithms, which, in turn, are applied to an even wider and faster
growing range of different problem domains. For all of these do-
mains and application scenarios, researchers want to pick the best
algorithms. Actually, they want to do more: They want to improve
upon the best algorithm. This requires a deep understanding of
the problem at hand, the performance of the existing algorithms
for that problem, the features that make instances of the problem
hard for these algorithms, and the parameter settings for which
the algorithms perform the best. Such knowledge can only be
obtained empirically, by collecting data from experiments, by
analyzing this data statistically, and by mining new information
from it.

Benchmarking is the engine driving research in the fields of
optimization and machine learning for decades, while its poten-
tial has not yet been fully explored. Benchmarking can go beyond
simple statistics: It can be an application of Computational In-
telligence itself! During the recent years, the importance of the
field is realized by more and more researchers. Workshops on the
topic have become a regular and important part of leading inter-
national conferences such as GECCO [1–4], PPSN [5,6], CEC [7–11],
or ICACI [12].

In our special issue on Benchmarking of Computational In-
telligence Algorithms in the Applied Soft Computing journal, we
aimed to collect novel contributions from this domain. We were
very positively surprised by the strong feedback and many sub-
missions we received, from which we finally could select 14 for
publication. The works in this issue can roughly be divided into
four categories:

1. new benchmarks and benchmark generators,
2. new visualization and evaluation methods,
3. new tools, and
4. studies on general topics.

1. New benchmarks and benchmark generators

In our special issue, several new benchmarks and benchmark
generators for different application fields of Computational In-
telligence are introduced, with a focus on multi-objective opti-
mization and pattern recognition, but also for specific application
areas such as circuit design. With seven contributions, this is the
largest field of our special issue.

Meneghini et al. [13] propose a parameterized generator of
scalable and customizable benchmark problems for many-
objective optimization problems. Their Generalized Position-
Distance (GPD) generator allows for constructing infinitely many
problems by tuning parameters that control features such as
the number of variables and objectives, deceptiveness, multi-
modality, the existence of robust solutions, the shape of the
Pareto front, and constraints. The resulting functions have known
optimal solutions, are easy to understand, visualize, and imple-
ment, as well as fast to compute.

Tanabe and Ishibuchi [14] point out that synthetic problems
for multi-objective optimization may have unrealistic proper-
ties. They, therefore, present a problem suite with 16 bound-
constrained and 8 constrained real-world problems, four of which
are multi-objective mixed-integer optimization problems. They
provide implementations in Java, C, and Matlab and use their
benchmark to investigate the performance of six evolutionary
multi-objective optimization algorithms.

Wu et al. [15] present the Multi-Type Aircraft Remote Sensing
Images (MTARSI) benchmark set for aircraft type recognition.
They mitigate the problem that most of the state-of-the-art al-
gorithms in the field have been evaluated on different (and often
not publicly available) data sets, making it hard to understand
and compare their performance. MTARSI contains 9,385 images of
20 aircraft types, with complex backgrounds, different spatial res-
olutions, and complicated variations in pose, spatial location, illu-
mination, and time period. A comprehensive performance analy-
sis of state-of-the-art aircraft type recognition and deep learning
approaches on MTARSI is provided, too.

Jian et al. [16] follow a similar goal with their Marine Under-
water Environment Database (MUED) benchmark, which contains
8,600 underwater images of 430 individual groups of conspicu-
ous objects with complex backgrounds, multiple salient objects,
complicated variations in pose, spatial location, illumination, and
turbidity of water. They include manually labeled ground-truth
information. Using this benchmark, they compare nine different
state-of-the-art saliency-detection algorithms.

Müller de Souza et al. [17] propose a set of representative
problems for benchmarking metaheuristics for combinational
logic circuit design along with a set of performance measure-
ments and descriptive statistics to analyze their results. The
benefits of this benchmark are highlighted by a case study in-
vestigating Cartesian Genetic Programming variants.

Last but not least, Fischbach and Bartz-Beielstein [18] point
out two weaknesses of current benchmark instance sets: they
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may either not be real-world problems or are limited in size, cre-
ating the potential problem of overfitting our algorithms to them.
Additionally, the statistical tools for comparing several algorithms
over several problems are often complex. They aim to overcome
these problems by combining ideas from problem generation and
statistical analysis of experiments, utilizing ANOVA as a standard
statistical tool.

2. New visualization and evaluation methods

During the past decade, researchers have begun to recognize
that comparing benchmark results is more than just compar-
ing average result qualities or runtimes. If the goal is to gain
a deep understanding of algorithm performance and problem
hardness, specialized visualization and evaluation approaches are
needed [19]. Four articles in our special issue make contributions
to this area.

Škvorc et al. [20] develop a generalized method of visualiz-
ing a set of optimization problems based on exploratory land-
scape analysis. With it, it becomes possible to determine the
distribution of problems within a benchmark set visually by us-
ing exploratory landscape analysis combined with clustering and
t-SNE visualization. This method places similar problems closer
together. It is applied to the CEC Special Sessions and Com-
petitions on Real-Parameter Single Objective optimization [8–
11] and the GECCO Black-Box Optimization Benchmark work-
shops [1]. Interestingly, the authors find that a number of features
derived on the above problems by state-of-the-art exploratory
landscape analysis libraries are redundant or not invariant to
transformations like scaling and shifting.

Walker and Craven [21] introduce a technique for visualiz-
ing the relative performance of algorithms optimizing the same
multi-objective problem. Well-known performance indicators
from literature are used to characterize the behaviour of the
algorithms. The approach is validated by investigating the differ-
ent parameterizations of NSGA-II and NSGA-III on the DTLZ and
CEC 2009 [7] problem suites.

Torabi and Wahde [22] develop an approach for assessing the
performance of optimization methods in cases where the global
optimum of the objective function is unknown. The idea is to
discretize the search space and then finding the optimum of
the discretized space with brute force. Using this method, the
performance of a GA applied to the speed profile optimization
for heavy-duty vehicles is investigated.

Bossek et al. [23] discuss a multi-objective view of perfor-
mance measurement of single-objective algorithms. Based on the
Traveling Salesperson Problem (TSP) as example, the trade-off
between the fraction of failed runs and the mean runtime of
successful runs is investigated for state-of-the-art solvers. The
hypervolume indicator (HV) is then used within per-instance
algorithm selection models. The work also offers insights into
behavior of inexact TSP solvers.

3. New tools

More sophisticated approaches to data analysis in benchmark-
ing are often complex and hard to implement correctly. Providing
tools that both make benchmarking easier [24] and provide stan-
dardized processes is a great support for the community. We
are happy that two new such tools have been introduced in our
special issue.

Doerr et al. [25] present the IOHprofiler, a software for creating
detailed performance comparisons between iterative optimiza-
tion heuristics, The IOHprofiler offers a selection of 23 discrete
optimization problems with different types of fitness landscapes
and has both an experiment executor as well as an analyzer

component. A new module for IOHprofiler is discussed, which
extents fixed-target and fixed-budget results for individual prob-
lems by ECDF results, which allows one to derive aggregated
performance statistics for groups of problems. It is used to com-
pare the performance of 12 different discrete heuristics on each
problem.

With the DSCTool, Eftimov et al. [26] develop a statistical soft-
ware for comparing the performance of stochastic optimization
algorithms on one or multiple benchmark functions. They imple-
ment the concept of Deep Statistical Comparison (DSC), which
ranks optimization algorithms by comparing the distribution of
their result qualities. The DSCTool is provided as REST web ser-
vice, which means all its functionalities can be accessed from any
programming language.

4. General results

The field of benchmarking itself has evolved into a research
domain. Besides new problems, new approaches, and new tools,
it is also important to expand our basic understanding of fun-
damental concepts. Two articles of our special issue make such
contributions.

Based on a very comprehensive review of the literature on
forecasting, Oprea [27] develops a general framework for bench-
marking and a set of guidelines for selecting the best algorithm
for a specific problem in the domain. The idea is to integrate
knowledge and software engineering best practices into CI bench-
marking: It is proposed to improve the benchmarking process
by using two knowledge bases, one for the application domain
and one for CI algorithms. The use of the derived knowledge
from an application domain-oriented survey into the general
benchmarking framework, together with guidelines for CI algo-
rithm selection, can improve the accuracy and response time of
forecasting.

Tangherloni et al. [28] remind us that the performance of
algorithms on artificial benchmarks can drastically differ from
their performance on a real-world problem. They compare the
performance relationship of state-of-the-art metaheuristics on
the Parameter Estimation (PE) problem of biochemical systems
with what is observed on common benchmark problems. They
find that algorithms performing better on the benchmarks may
perform worse on the PE problem. One important lesson is the
necessity of knowledge about how the algorithms work and how
to represent a problem: By applying a transformation of the PE
problem to a more suitable representation, the state-of-the-art
algorithms become competitive again. Only relying on benchmark
results without considering algorithm features may not lead to
expected results.

5. Concluding words from the guest editors

At this point, we want to sincerely thank our authors and
reviewers. During the past two years, our reviewers and authors
have put very much work into making this issue a success. The
accepted papers underwent 2.5 revisions on average and up to 4
revisions at most, during which we together tried our best to
make them perfect in every aspect. This high number of revisions
posed a big workload on everyone involved – but we think the
result was worth it. Thank you.

April 2020.
Thomas Weise, Markus Wagner,

Bin Li, Xingyi Zhang, and Jörg Lässig.
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