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Abstract In this paper, we investigate the use of hyper-heuristics for the
Travelling Thief Problem (TTP). TTP is a multi-component problem, which
means it has a composite structure. The problem is a combination between the
Travelling Salesman Problem (TSP) and the Knapsack Problem (KP). Many
heuristics were proposed to deal with the two components of the problem sep-
arately. In this work, we investigate the use of automatic online heuristic selec-
tion in order to find the best combination of the different known heuristics. In
order to achieve this, we propose a genetic programming based hyper-heuristic
called GPHS*, and compare it to state-of-the-art algorithms. The experimen-
tal results show that the approach is competitive with those algorithms on
small and mid-sized TTP instances.
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1 Introduction

Over the years, a large variety of heuristic methods has been proposed to deal
with combinatorial optimization problems. Non-deterministic search methods
such as evolutionary algorithms, local search, and others metaheuristics offer
an alternative approach to exhaustive search to achieve good solutions for dif-
ficult computational problems in a reasonable amount of time. These methods
can generate good quality solutions, but there is no guarantee that an optimal
solution will be produced.

It is important to highlight that these approaches still find difficulties in
terms of adaptation to newly encountered problems, or even new instances of a
similar problem. Additionally, these search strategies can be resource-intensive
to implement and develop.

Hyper-heuristics aim to address some of these issues. In fact, hyper-heuristics
are a trending class of high-level search techniques designed to automate the
heuristic design process and raise the level of generality at which search meth-
ods operate [37]. Hyper-heuristics are search methodologies for selecting Low
Level Heuristics (LLHs) or generating new heuristics combining and adapting
components of heuristics, in order to solve a range of optimization problems.
They operate on a search space of heuristics unlike traditional computational
search methods which operate directly on a search space of solutions [16].

Genetic Programming (GP) [25] is one of the most commonly used ap-
proaches in the field of hyper-heuristics [6], and usually used as a heuris-
tic generation approach. However, in this work we explore the use of GP
from a heuristic selection perspective. Heuristic selection using GP has been
previously investigated by Nguyen et al. [34] in his adaptive model called
GPAM. Hunt et al. [22] proposed another heuristic selection approach for the
feature selection problem.

Our proposed hyper-heuristic based on GP is evaluated on the Travel-
ling Thief Problem (TTP), a relatively new NP-hard problem [3]. TTP is an
optimization problem that provides interdependent sub-problems, which is a
problem aspect often encountered in real-world applications.

Despite the fact that many heuristics were proposed to deal with the TTP
components separately, most existing algorithms are based on local search
heuristics and meta-heuristic adaptation. None of the proposed approaches
investigate the use of the heuristic selection in order to find the best combi-
nation of the different heuristics, which is the main motivation of this paper.

Indeed, we believe that the composite structure of the problem makes it
a good benchmark for heuristic selection, or more precisely low-level-heuristic
selection. Therefore, in this paper we propose a heuristic selection frame-
work based on genetic programming. The approach uses well known low-level-
heuristics in order to evolve combinations of these heuristics aiming to find a
good model for the instance at hand.

Through this work, we aim especially to answer the following question:
how efficient a GP heuristic selection approach can be to find good quality
solutions for the TTP considering a low computational budget? In order to
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answer it, we conduct an in-depth experimental study on a subset of the TTP
library.

While GP is usually used in an off-line fashion, the proposed approach is
based on online training where the model continuously learns from feedback.
Our proposal relies on two aspects: The tree representation and the standard
GP crossover. In order to show the effectiveness of using our GP representation,
we conduct experiments comparing the proposed GP approach with an off-line
GP and to what we consider as a standard GA. The obtained results and the
statistical tests tend to confirm the efficiency of our online hyperheuristic.

To have more insight on the efficiency of the proposed approach, further ex-
periments are performed against three state-of-the-art algorithms. The results
show that the proposed approach performs well on many small and mid-size
instances.

This paper is organized as follows. Section 2 presents some related work
on using hyper-heuristics for combinatorial problems. The TTP and a brief
history of TTP algorithms are introduced in Section 3. Section 4 describes our
proposed approach. The experiments, results, and discussion are presented in
Section 5. Finally, Section 6 concludes the paper and outlines some future
directions.

2 On the use of hyper-heuristics in combinatorial optimization

This section provides a background and some related work in combinatorial
optimization problems using hyper-heuristics. Two classes of hyper-heuristics
are presented, and the use of genetic programming as a hyper-heuristic is
briefly revisited.

2.1 Heuristic selection vs heuristic generation

A hyper-heuristic can be defined as a high-level heuristic (HLH) that controls
low-level heuristics (LLH) [13]. Two main categories of hyper-heuristics can
be distinguished according to Burke et al. [7]: heuristic selection methodolo-
gies and heuristic generation methodologies. Heuristic selection frameworks
select a LLH to apply at a given point during the search process. The frame-
work is provided with a set of pre-existing, generally widely known heuristics
for solving the target problem. On the other hand, the objective of heuristic
generation methodologies is to automatically design new heuristics using com-
ponents of previously known heuristics [41]. Heuristic generation approaches
mostly use a training phase, in which the model is evolved using a subset of
problem instances, called the training set. These hyper-heuristics are classified
as off-line learning hyper-heuristics.

Burke et al. [7] also define other categories related to the nature of the
LLH heuristics used in the hyper-heuristic framework. In either case, the set
of LLHs being selected or generated can be further split to distinguish be-
tween those which construct solutions from scratch (constructive) and those
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which modify an existing solution (perturbative) [16]. Furthermore, most of
the hyper-heuristics approaches incorporate a learning mechanism to assist the
selection of LLH during the solution process. Hyper-heuristics which apply on-
line learning continuously adapt throughout the search process based on the
feedback they receive. Hyper-heuristics using offline learning train the model
on a subset of instances before being applied to another, frequently larger, set
of unseen instances.

Some related work present good results for automating the design and
adaption of heuristic methods with hyper-heuristics. Many meta-heuristics
and machine learning techniques have been used in the context of heuristic
selection.

Previous work describe hyper-heuristic frameworks that rank adaptively
the LLHs based on a choice function [11, 12]. The choice function is the
weighted sum of heuristic performance, joint performance of pairs of heuris-
tics, and CPU time from the previous time the LLH was called. So the ranks
are used to decide which heuristic to select in the next call. This method is
simple and can be easily applied to new problem domains.

Another interesting method was developed by Krasnogor and Smith [26].
The approach shows how a simple inheritance mechanism is capable of learning
what is the best local search heuristic to use at different stages of the search
process. An individual is composed of its genetic material and its memetic
material. The memetic material specifies the strategy the individual will use
to apply local search in the vicinity of the solution encoded in its genetic
part. This method was applied to solve different combinatorial optimization
problems and showed very promising results.

Local search methods have also been used for heuristic selection such as
the Tabu Search based hyper-heuristic [8]. The authors proposed a hyper-
heuristic framework for timetabling and rostering in which heuristics compete
using rules based on the principles of reinforcement learning. A tabu list is
maintained in order to prevent certain heuristics from being chosen at certain
times during the search. This framework was applied in two different problem
domains and obtained good results on both.

In [38], the authors used a genetic algorithm as a hyper-heuristic that
learns heuristic combinations for solving one-dimensional bin-packing prob-
lems. Another approach described in [13] proposed a very basic ACO based
hyper-heuristic to evolve sequences of (at most) five heuristics for 2D packing.
Both approaches provide competitive results.

In [15], the authors proposed a Simulated Annealing hyper-heuristic for the
shipper rationalization problem, and the results showed that the approach was
able to incorporate changes without the need for extensive experimentation to
determine their impact on solution speed or quality.
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2.2 Genetic Programming as a Hyper-heuristic

In recent years, Genetic Programming (GP) has been widely applied as a
hyper-heuristic framework due its flexible structure, that can be used to build
either construction or perturbation heuristics, with successful implementations
in real world problems [23, 24].

One of the most common applications of GP as a hyper-heuristic is the
automatic generation of heuristics. For example, Bölte and Thonemann [2]
successfully adapted GP to learn new heuristics. The proposed method used
standard GP to evolve annealing schedule functions in simulated annealing
to solve the Quadratic Assignment Problem (QAP). Another example is the
use of GP as a hyper-heuristic methodology to generate constructive heuris-
tics in order to solve the Multidimensional 0-1 Knapsack Problem [16]. The
results over a set of standard benchmarks showed that this approach leads
to human competitive results. Furthermore, the work in [5] presented a GP
system which automated the heuristic generation process producing human-
competitive heuristics for the online bin packing problem. The framework
evolved a control program that rates the suitability of each bin for the next
piece, using the attributes of the pieces to be packed and the bins.

The authors in [32] also proposed a heuristic generation evolution with
GP for the TTP. The approach consists of employing GP to evolve a gain
and a picking function, respectively, in order to replace the original manually
designed item selection heuristic in TSMA (Two-Stage Memetic Algorithm).
The aim of this paper was to conduct a more systematic investigation on the
item picking heuristic in TSMA.

The author in [21] proposed the Composite heuristic Learning Algorithm
for SAT Search (CLASS). CLASS is a GP framework that discovers satisfia-
bility testing (SAT) local search heuristics. The evolved heuristics were shown
to be competitive compared to well-known SAT local search algorithms.

According to Nguyen et al. [34], GP can be also applied for heuristic selec-
tion methods for NP-hard combinatorial optimization problems. Nguyen et al.
[34] investigated a GP based hyper-heuristic approach that evolves adaptive
mechanisms called GPAM. The hyper-heuristic chooses from a set of LLH and
constructs an adaptive mechanism, which is evolved simultaneously with the
problem solution, providing an online learning system. Results showed that
GPAM presented good quality solutions that performed competitively along-
side existing hyper-heuristics for the MAX-SAT, bin packing and flow-shop
scheduling problem domains.

Another GP-based heuristic selection framework was proposed in [22] for
the feature selection problem. The proposed method evolves new heuristics
using some basic components (building blocks). The evolved heuristics act as
new search algorithms that can search the space of subsets of features.

A recent work presented in [9] introduced a hyper-heuristic with a GP
search process that includes a self-tuning technique to dynamically update
the crossover and mutation probabilities during a run of GP. The approach
assigns different crossover and mutation probabilities to each candidate so-
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lution. In order to evaluate the performance of the proposed approach, the
authors considered seven different symbolic regression test problems.

Although GP learning techniques are more often used for off-line approaches.
In our proposal, which is based on LLH selection methodology as presented
in [22], the framework can learn from feedback concerning heuristic perfor-
mance throughout the search process. This approach is tested on TTP prob-
lem instances. TTP instances were also investigated by Mei et al. [32] from
a hyper-heuristic perspective. However, the main difference between the work
proposed in [32] and our approach is that we aim to investigate the LLHs
combination instead of evolving the item selection function.

3 The Travelling Thief Problem (TTP)

The Travelling Thief Problem (TTP) is an artificially designed problem that
combines the Travelling Salesman Problem and the Knapsack Problem. The
motivation of designing such a problem is to provide a benchmark model closer
to real optimization problems, which in many situations, are composed of
multiples interacting sub-problems.

In this section, the TTP is presented and mathematically defined. Then,
some of best performing algorithms are briefly introduced.

3.1 TTP and hyper-heuristics

The Travelling Thief Problem was first introduced by Bonyadi et al. [3] with
the purpose of providing a benchmark for problems with multiple interdepen-
dent components. The problem was then simplified and reformulated in [35]
and many benchmark instances were proposed in the same paper.

Since the problem has two components, many approaches focus on design-
ing a heuristic for each part of the problem. We believe this presents a good
testbed for heuristic selection in particular and hyper-heuristics in general.
Indeed, many local search routines and disruptive operators have been pro-
posed for the two components of the problem. Therefore, a heuristic selection
approach would provide a way to automatically combine heuristics and muta-
tion operators, in order to determine the sequence that they must be applied
to assure the best achievable objective value.

A first attempt on using hyper-heuristics to solve the problem was proposed
by Mei et al. [32] in an above mentioned paper. The approach consists of using
genetic programming to evolve packing routines for the KP component of the
problem.

A recent paper by Wagner et al. [44] presents a detailed study on algorithm
selection for the TTP. The paper uses 21 algorithms for the TTP and all 9720
instances in order to create a portfolio of algorithms. This portfolio is used to
determine what algorithm performs best for what instance.
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3.2 Problem Definition

In the TTP, we are given a set of n cities, the associated matrix of distances
dij between cities i and j, and a set of m items distributed among the n cities.
Each item k is characterized by its profit pk and weight wk. A thief must visit
all cities exactly once, stealing some items on the road, and return to the first
city.

The total weight of the collected items must not exceed a specified capacity
W . In addition, we consider a renting rate per time unit R that the thief must
pay at the end of the travel, and the maximum and minimum velocities denoted
vmax and vmin respectively. Each item is available in only one city, and we note
Ak ∈ 1, . . . , n the availability vector. Ak contains the reference to the city that
contains the item k.

Naturally, a TTP solution is coded in two parts. The first is the tour
x = (x1, . . . , xn), a vector containing the ordered list of cities. The second is
the picking plan z = (z1, . . . , zm), a binary vector representing the states of
items (0 for packed, and 1 for unpacked).

To make the sub-problems mutually dependent, the speed of the thief
changes according to the knapsack weight. Therefore, the thief’s velocity at
city xi is defined in Equation 1.

vxi
= vmax − C × wxi

(1)

where C = (vmax − vmin)/W is a constant value, and wxi the weight of
the knapsack at city xi.

We note g(z) the total value of all collected items and f(x, z) the total
travel time which are defined in Equations 2 and 3 respectively.

g(z) =
∑
m

pm × zm (2)

subject to
∑
m

wm × zm ≤W

f(x, z) =

n−1∑
i=1

txi,xi+1
+ txn,x1

(3)

where txi,xi+1 =
dxi,xi+1

vxi
is the travel time from xi to xi+1.

The objective is to maximize the travel gain, as defined in Equation 4, by
finding the best tour and picking plan.

G(x, z) = g(z)−R× f(x, z) (4)

Note that it has been shown in [3, 33] that optimizing the sub-problems in
isolation, even to optimality, does not guarantee finding good solutions to the
overall problem.
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3.3 A brief history of TTP algorithms

Since the appearance of the TTP, several heuristic algorithms were proposed
to solve it. The first version of the problem was proposed by Bonyadi et al.
[3], in which an item can appear in multiple cities. Mei et al. [33] investigated
the interdependence in this first formulation of the TTP, and proposed two
algorithms to solve it. The algorithms are a Cooperative Coevolution heuristic
and Memetic Algorithm.

Afterwards, [35] proposed a simplified version of the problem where an
item can occur only once in a city. The paper also presented a very large
library for the TTP containing 9720 instances, and three simple heuristics to
solve these instances. The heuristics are a constructive heuristic named Simple
Heuristic (SH), a Random Local Search (RLS), and a (1+1) Evolutionary
Algorithm (EA). EA and RLS were able to obtain a positive gain, but were
lately surpassed by more sophisticated heuristics.

Mei et al. [31] introduced a memetic algorithm named MATLS able to
solve very large instances. The algorithm’s success is mainly due to the use of
domain knowledge to speed up local search, and the efficient greedy packing
routines. The algorithm is shown to be efficient for instances having more
than 10000 cities. The same framework was later used to design a GP-based
heuristic generation approach in order to improve the packing process [32].

The paper by Bonyadi et al. [4] also presented a framework called CoSolver.
The idea is to handle the components of the TTP separately, but maintain a
communication tunnel between the two sub-problems in order to take inter-
dependence into consideration.

Faulkner et al. [20] implemented multiple local search and greedy algo-
rithms. The algorithms are combined in different fashions in order to design
more sophisticated approaches. The authors proposed two families of heuris-
tics as a result of the combinations, simple heuristics (S1-S5) and complex
ones (C1-C6). Surprisingly, the best performing heuristic is S5 which belongs
to simple heuristics group.

Most proposed heuristics use a Lin-Kernighan tour to initialize the solu-
tion. In a tentative to explore this bias in heuristic design for the TTP, Wagner
[43] investigated longer tours using the Max-Min Ant System. This approach
focuses on improving the tour accordingly to the overall TTP problem instead
of using a Lin-Kernighan tour, which is designed for the TSP component inde-
pendently. The approach is shown to be very efficient for small TTP instances.

Recently, El Yafrani and Ahiod [19] presented two heuristics. The first is
a memetic algorithm using 2-opt and bit-flip local search heuristics, named
MA2B. The second is a combination of a 2-opt local search and a simulated
annealing based heuristic for efficient packing, named CS2SA. The two pro-
posed heuristics were shown to be very competitive to other heuristics such as
MATLS and S5. MA2B particularly performs well on small instances, while
CS2SA was more efficient on large instances.

Wu et al. [45] investigated the impact of the renting rate on a special case
of the TTP in which the tour is supposed fixed called the Nonlinear Knapsack
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Problem. The paper presents an in-depth theoretical study of the renting rate
and its effect on the hardness of a given instance. The authors also proposed
an approach to generate hard instances based on theoretical and experimental
study.

Finally, the authors in [18] focus on designing a TTP specific neighborhood
instead of using a sequential structure as in most heuristics. The paper pre-
sented the use of speedups in the context of the proposed neighborhoods. The
results show that this approach was competitive to EA and RLS on different
small instances. However, the algorithms lacked of exploration capabilities as
they are mainly designed for exploitation purposes.

4 The proposed approach

In our proposed approach, the goal is to apply GP as a heuristic selection
technique, aiming to evolve combinations of heuristics in order to find good
problem solutions. In this section we explain how this strategy can be imple-
mented detailing the proposed algorithm.

The motivation behind choosing GP in the context of heuristic selection is
mainly due to the fact that GP preserves the correlation between the terminals
in sub-trees. The correlations are transferred to the offspring to produce new
trees using mainly crossover.

In this section, the details of our GP adaptation are presented.

4.1 Representation

In the GP population, every individual is encoded as a tree that represents
the program to be executed. The tree’s internal nodes are functions, while leaf
nodes are terminals, or LLHs.

We use two types of functions:

– Connectors: which are used to sequentially execute the child sub-tree
from left to right. In our implementation, we use four types of connectors,
which we refer to as con N , such as N ∈ {1, . . . , 4}. The first has two child
sub-trees, while the second has three.

– If nodes: which represent acceptance functions. We use the following three
if nodes, each having two child sub-trees:
– if improvement: runs the left sub-tree if the current solution improves

the former one, runs the right sub-tree otherwise.
– if local optimum: runs the left sub-tree if the current solution does

not improve the former one; runs the right sub-tree otherwise.
– if no improvement: runs the left sub-tree if there is no improvement

for 20 consecutive iterations; runs the right sub-tree otherwise.

This is rather a simple adaptation compared to other possibilities like using
more conditional statements and loops. Nevertheless, these connectors allow
representing different combinations of LLHs heuristics.
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On the other hand, we use a set of several terminals. The terminals are
either a component heuristic or a disruptive operation. In the following, we
present a list of the used terminals:

– term kpbf: A neighborhood search heuristic targeting the KP part. This
heuristic uses a simple bit-flip hill climbing algorithm empowered with
speedup techniques. It is part of the memetic algorithm MATLS proposed
in [31].

– term kpsa: A simulated annealing adapted for the KP sub-problem. It
is used in CS2SA presented in [19]. The heuristic uses a random neighbor
generator using the bit-flip operator. For each fixed picking plan, multiple
random neighbors are generated and evaluated.

– term tsp2opt: A 2-opt based local search heuristic used for the TSP com-
ponent. It is used in many TTP algorithms [17, 19, 32, 33]. This search
heuristic generates an entire set of tours based on the 2-opt operator. Ad-
ditionally, the Delaunay triangulation is used within the 2-opt local search
to generate candidate solutions while reducing the time complexity [14].
Indeed, in a Delaunay graph, each city has only 6 surrounding cities on
average. Thus, the time complexity of the 2-opt local search heuristic be-
comes linear.

– term otspswap: A disruptive move for the TSP sub-problem that ran-
domly swaps two cities.

– term otsp4opt: A double bridge move for the TSP sub-problem that
randomly selects the cities. The double bridge is a 4-opt move used as a
disruptive operator.

– term okpbfN : A disruptive routine that toggles the state of N% of the
picking plan items. The item is chosen randomly, and the level of disruption
depends on N .

The last three disruptive terminals were provided in order to enlarge the
search space, while the other terminals are components of state-of-the-art TTP
algorithms.

Fig. 1: Example of a GP individual. The terminals are TTP heuristics, while
the internal nodes represent connectors.
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An example of a tree individual can be seen in Figure 1. Once the leaves of
the tree are executed based on an pre-order parse of the entire tree, this exam-
ple produces the sequence: [term okpbf30 term okpbf30 term okpbf30 term kpbf
term tsp2opt term kpsa term tsp2opt ], a GP individual, which will have its fit-
ness assessed.

4.2 The fitness function

The fitness of a GP individual M , denoted fitnessGP (M), depends on its
performance on the given instance. First, the tree is parsed in-order to get the
list of leaf nodes. These are then applied sequentially on the problem instance,
starting from an initial TTP solution. The fitness of the individual is set to
the achieved TTP objective, according to the Equation 4, when the processing
of the list of leaf nodes is completed. Therefore, the fitness of a GP model M
is given in Equation 5.

fitnessGP (M) = G(x∗, z∗) (5)

such that (x∗, z∗) is the TTP solution obtained by the model. Note that since
most of the used LLHs have a stochastic behavior, the GP fitness is not de-
terministic as it depends on the objective value of the TTP solution.

The initial TTP solution is created using the Lin-Kernighan heuristic (for
the tour) [28] and the PackIterative routine (for the picking plan) [20]. This
TTP solution is used as the input of the first LLH in the GP sequence, the
LLH is then executed, and a new TTP solution is produced. This process
is repeated for each LLH in the sequence provided by the tree traversal. The
output of each LLH serves as the input of the next LLH. Finally, the GP fitness
is obtained from the quality of the low level solution provided by LLHs.

4.3 The framework

The main steps performed by our approach are described in Algorithm 1.
The proposed algorithm makes use of specific strategies presented in the next
subsections.

4.3.1 Initialization

The Initialization process loads the problem instance, sets the GP parame-
ters GPparam and generates an initial population of random compositions of
functions and terminals of the problem, Steps 1, 2 and 3, respectively.

There are different approaches to generate the random initial popula-
tion [27]. In this work, we use the Full Initialization method [25] in order
to provide full trees and to increase the initial search space.

In this method, the initial individuals are generated according to a given
maximum depth. Nodes are taken at random from the function set until the
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Algorithm 1 GP framework

INPUT: Instance: problem instance
GPparam: set of GP parameters
N : population size
Noffspring: number of offspring individuals
Maxruntime: maximum runtime
Maxger: maximum number of generations

OUTPUT: T : the final individual tree
{Initialization}

1: I← LoadInstance(Instance)
2: P← SetParams(GPparam)
3: Pop1 ← RandomGenerate(N, I, P ) {initial population}
4: g ← 1;
{GP: main loop}

5: while g ≤Maxger and ¬Maxruntime do
6: Popg .fitness←EvaluateFitness(Popg , I, P )
7: Popoffspring ←GeneticOperator(Popg , P,Noffspring); {offspring population}
8: Popoffspring.fitness←EvaluateFitness(Popoffspring, I, P )

{GP: Survival}
9: Popg+1 ← Survival({Popg ∪ Popoffspring}, N);{new population}

10: g ← g + 1
11: end while
{GP: best individual}

12: Tbest ← SelectBest(Popg−1)

maximum tree depth is reached, and the last depth level is limited to terminal
nodes. As a result, trees initialized with this method will be balanced with the
same length for all individuals of the initial population. This method prevents
small shapes to be generated, and enlarges the genetic operations possibilities.

4.3.2 Main framework

The proposed GP algorithm searches the space of possible heuristic combi-
nations. In the context of our implementation, each GP program is a tree of
heuristics. The program is executed in an infix manner to search the space of
possible problem solutions in order to find good ones.

The EvaluateFitness, in Step 6, calculates fitnessGP based on the TTP
objective function. In Step 7 GeneticOperator applies genetically inspired op-
erations of mutation and crossover in selected parent individuals, in order to
produce a new population of programs Popoffspring. The selection of these par-
ent individuals is probabilistically based on fitness. That is, better individuals
are more likely to have more child programs than inferior individuals.

The most commonly employed method for selecting these parents in GP
is tournament selection [25], which is used in our framework. This method
selects a random number of individuals from the population and the best of
them is chosen1.

1 We apply the Lexicographic Parsimony Pressure technique [30]. If two individuals are
equally fit, the tree with less nodes is chosen as the best. This technique has shown to
effectively control bloat in different types of problems [40].
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The genetic operators adopted for the selected parents are standard tree
crossover and standard mutation. Given two parents, standard crossover ran-
domly selects a crossover point in each parent tree. Then, it creates the off-
spring by replacing the sub-tree rooted at the crossover point in a copy of the
first parent with a copy of the sub-tree rooted at the crossover point in the
second parent [27]. In standard tree mutation, a randomly created new tree
replaces a randomly chosen branch (excluding the root node) of the parent
tree [40].

This offspring population Popoffspring of Noffspring programs is evaluated
using the fitness function and merged with the current population Popg, where
g is the generation number. However, N individuals are selected in Survival
process to continue in the evolutionary process as a new population Popg+1,
as can be seen in Step 9. The best individual from both Popg and Popoffspring

is kept in the new population Popg+1. The fittest individuals from Popoffspring

followed by the fittest ones from Popg compose the remaining N−1 individuals
from Popg+1.

This process is iteratively performed until the termination criterion (Maxger
or Maxruntime) has been satisfied, whichever comes first. At the end the best
individual Tbest is selected from the population, according SelectBest function
in Step 12.

4.4 Variants

Two variants of our approach were implemented. The first is an off-line hyper-
heuristic that uses one instance for the training phase in order to generate
a model. The obtained model can be used on other unseen instance. This
approach is mainly based on the adaptive system introduced by Nguyen et al.
[34], and will be referred to as GPHS.

The second approach is an online implementation that tackles exclusively
one instance at a time. Since there is no point in using the conditional node
in an online framework, this implementation uses only the con 2 connector.
Note that a different sequence is evolved for each problem instance as the
initialization process generates an initial population of random compositions of
functions and terminals of the problem according to the instance being tackled.
In the rest of this manuscript, we will refer to this approach as GPHS*.

5 Experiments and discussion

5.1 Benchmark Instances

The experiments conducted in this paper are performed on a comprehensive
subset of the TTP benchmark instances 2 from [35]. The characteristics of these

2 All TTP instances can be found in the website: http://cs.adelaide.edu.au/~optlog/
research/ttp.php.

http://cs.adelaide.edu.au/~optlog/research/ttp.php
http://cs.adelaide.edu.au/~optlog/research/ttp.php
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instances vary widely, and in this work we consider the following diversification
parameters:

– The number of cities is based on TSP instances from the TSPlib, described
in [36]

– For each TSP instance, there are three different types (we will refer to this
parameter as T ) of knapsack problems: uncorrelated (unc), uncorrelated
with similar weights (usw), and bounded strongly correlated (bsc) types

– For each TSP and KP combination, the number of items per city (item
factor, denoted F) is F ∈ {1, 5, 10}

– For each TTP configuration, we use 3 different knapsack capacities C ∈
{1, 5, 10}. C represents a capacity class.

To evaluate the proposed hyper-heuristic, we use seven representative small
and mid-sized TTP instance groups: eil51, berlin52, eil76, kroA100, a280,
pr439 and rat783. Therefore, using this setting, a total of 189 instances are
considered in this paper. While though significantly larger TTP instances ex-
ist, we are covering 59% of the 81 TTP instance sizes (when measured in the
number of cities) with this subset. The global optima for instances with less
than 1000 cities are not known yet. Therefore, we believe the focus on this
subset is an acceptable limitation once large performance gains are still pos-
sible there. In addition, we still do not know what the optimal solutions are
even for the tiniest instances. Moreover, we use the following instance naming
convention: instance group(F, T,C). For instance, eil51(01, bsc, 10) represents
the TTP instance having eil51 as the TSP base instance, with a KP bounded
strongly correlated, a knapsack capacity of 10, and 1 item per city.

5.2 GP tuning

The hyper-heuristic framework is developed based on GPLAB [39], a GP tool-
box for MATLAB. The GP parameters we used for the experiments are shown
in Table 1.

Table 1: Parameters of GPHS* algorithm.

Description GPHS* GPHS
Population size N 10 20
Maximum runtime Maxruntime 600s −
Maximum number of generations Maxger 500 1000
Crossover Rate 0.9 0.9
Mutation Rate 0.1 0.1
Reproduction Rate 0.1 0.1
Max Depth 7 7
Min Depth 2 2
Tournament size 3 3
Number of offspring individuals Popoffspring N N
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Some of these parameters were empirically tuned, as Crossover and Mu-
tation Rate, and the other are off-line tuned using I/F-Race [1], which is a
state-of-the-art automatic configuration method. We use the implementation
of I/F-Race provided by the irace package [29], which is implemented in R
and is based on the iterated racing procedure. Since we are training GPHS for
a given instance, we used relatively larger values for N and Maxger and no
maximum runtime.

Additionally, we use the Full Initialization technique alongside a minimum
depth threshold of 2 in order to encourage the use of deeper initial trees. The
reproduction (replication) rate is 0.1, meaning that each selected parent has a
10% chance of being copied to the next generation without suffering the action
of the genetic operators. Standard tree mutation and standard crossover (with
uniform selection of crossover and mutation points among different tree levels)
were used with probabilities of 0.1 and 0.9, respectively. Also, a maximum tree
depth Max Depth=7 is imposed to any new branch created in order to avoid
bloat.

A different tree traversal can also provide different orders, and this can
directly affect its fitness, once different sequences can be created. In our ex-
periments we applied a pre-established order (parsing the tree from left to
right), but any other mode can be done or even included as a parameter in
the search. Regarding this, an offspring tree can inherit its parsing mode from
its parents, once the same individual could be evaluated with different tree
traversals.

All algorithms are performed on a core i3-2370M CPU 2.40GHz machine
with 4 GB of RAM, running Linux, for a maximum of 10 minutes per instance.
In addition, 10 independent executions are conducted for each algorithm. The
obtained results are then used to perform statistical tests in order to compare
the performance of GPHS* to the other algorithms.

5.3 GP-based heuristic selection vs GA

In order to show the difference in performance between the proposed approach
and a standard GA, we developed a basic GA framework based on one-point
crossover. Aiming to make a fair comparison, all the parameters used in the
GP-based framework are reconsidered in the GA. Such parameters include
the population size, selection operator, stopping criteria, crossover rate, and
minimum and maximum solution size. The minimum and maximum depth
considered in the GP tree are 2 and 7 respectively. Therefore, the equivalent
minimum chromosome size is 21 = 2 and the maximum size correspond to
26 = 64.

Afterwards, the two approaches are compared using the average (AVG)
and relative standard deviation (RSD) as shown in Table 2. Additionally, the
A-test is also used in order to gain further insight on the performance of the
two approaches, as presented in Table 3. The entries representing when GP-
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based approach is showing a better performance than GA are highlighted in
blue.

Table 2: Average (AVG) and relative standard deviation (RSD) for GP-base
variants and GA

GPHS* GPHS GA
AVG RSD AVG RSD AVG RSD

eil51(01,bsc,50) 4079 2.13 3732 6.33 3811 12.34
berlin52(01,bsc,51) 4062 1.31 3654 7.68 4056 2.3

eil76(01,bsc,75) 3718 1.9 3201 7.16 3329 7.57
kroA100(01,bsc,99) 4454 1 4174 4.73 4142 11.66

a280(01,bsc,279) 18359 0.38 16567 4.21 17301 3.95
pr439(01,bsc,438) 36548 0.1 30518 6.17 30414 10.86

rat783(01,bsc,782) 41073 3.1 36999 2.59 31359 17.37

Table 3: A-test results between GPHS* ,GPHSand GA

GPHS* x GPHS GPHS* x GA GPHS x GA
eil51(01,bsc,50) 0.94 0.61 0.3

berlin52(01,bsc,51) 0.98 0.65 0.04
eil76(01,bsc,75) 0.99 1 0.34

kroA100(01,bsc,99) 1 0.75 0.375
a280(01,bsc,279) 1 1 0.22

pr439(01,bsc,438) 1 0.985 0.51
rat783(01,bsc,782) 0.97 0.99 0.85

The reported results, from Table 3, show clearly that the GPHS* outper-
forms the off-line version GPHS and the standard GA on all the considered
instances. However GPHS presents better results than standard GA for mid-
sized instances, i.e. pr439(438, bsc, 01) and rat783(782, bsc, 01). Due to these
results we define GPHS* as our standard version and it will be compared with
other traditional approaches.

5.4 Comparison with state-of-the-art algorithms

Comparing different optimization techniques experimentally involves the no-
tion of performance. Herein, we present a comparison between our GPHS* ap-
proach and three other algorithms for the TTP: MA2B [19], MATLS [31], and
S5 [20]. To the best of our knowledge, few algorithms are efficient for the TTP,
and the three algorithms above-mentioned are among the best performing ones
for the considered instances. For a comprehensive comparison of 21 algorithms
across all 9720 instances, we refer the interested reader to [44].

To measure the quality of the approaches, we consider for each algorithm
the average objective score of 10 independent runs, and the best objective
score found by any algorithm. The ratio between the average and the best
objective values found gives us the approximation ratio. According to Wagner
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[43], this ratio allows us to compare the performance across the chosen set of
instances, since the objective values vary across several orders of magnitude.

In Figure 2, we show a summary of over 756 (189 instances and 4 algo-
rithms) average approximation ratios as trend lines. The curves are polynomi-
als of degree six, as considered in [43] showing a general trend qualitatively,
but not necessarily with high accuracy. We can observe in Figure 2 that our
GPHS* approach outperforms all the three algorithms for all TTP instances
with more than 100 and less than 783 cities. For the instances having less than
100 cities, GPHS* is competitive with MATLS and S5. However, for these in-
stances, MA2B still outperforms all the other approaches. On the other hand,
For the instances with more than 783 cities, S5 provides the best average
approximation ratio for almost all cases.

eil51 berlin52 eil76 kroA100 a280 pr439 rat783
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Fig. 2: Performance comparison - Summary of results shown as trend lines.
The x−axis represents the 189 instances: 27 of eil51 ; 27 of berlin52 ; 27 of
eil76 ; 27 of kroA100 ; 27 of a280 ; 27 of pr439 ; and 27 of rat783.

A deeper analysis can show that individual approaches do not strictly follow
the trends. Figures 3 to 9 in Appendix A represent the average approximation
ratios achieved in 10 independent runs for each instance group.

In order to provide a statistical analysis of the results, the A-test (Vargha-
Delaney A measure [42]) was used. This test tells us how often, on average, one
technique outperforms the other. Its a non-parametric test called the measure
of stochastic superiority.



18 El Yafrani et al.

The A-test test returns a value between 0 and 1, representing the proba-
bility that a randomly selected observation from one sample is bigger than a
randomly selected observation from other sample. Therefore it provides how
much the two samples overlap. The two samples are composed by objective
values from each algorithm run. Then each sample has 10 runs.

Tables 4 – 10 show the pairwise comparison between these algorithms for
each instance, respectively.

When the A-measure is exactly 0.5, there is no statistical difference between
the two techniques. When the A-measure is less than 0.5, the first technique
has the worse performance. Lastly, when the A-measure is greater than 0.5,
the second technique is the worst performing one.

The entries representing when GPHS* is showing a better performance
than another approach are highlighted.

Table 4: A-test over eil51 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
eil51(01, bsc, 01) 0.4900 1.0000 1.0000
eil51(05, bsc, 01) 0.3000 0.7600 1.0000
eil51(10, bsc, 01) 0.0000 1.0000 0.9000
eil51(01, bsc, 05) 0.5900 0.5100 1.0000
eil51(05, bsc, 05) 0.0650 0.9100 1.0000
eil51(10, bsc, 05) 0.0000 1.0000 0.0000
eil51(01, bsc, 10) 0.7000 0.7500 1.0000
eil51(05, bsc, 10) 0.1200 0.2800 1.0000
eil51(10, bsc, 10) 0.0000 1.0000 1.0000

eil51(01, usw, 01) 0.0000 0.0000 1.0000
eil51(05, usw, 01) 0.4000 0.1600 1.0000
eil51(10, usw, 01) 0.9000 0.5000 1.0000
eil51(01, usw, 05) 0.0500 0.0000 0.6000
eil51(05, usw, 05) 0.0000 0.0800 1.0000
eil51(10, usw, 05) 0.0000 0.0200 1.0000
eil51(01, usw, 10) 0.0000 0.1400 0.2000
eil51(05, usw, 10) 0.1000 0.2000 1.0000
eil51(10, usw, 10) 0.0000 0.0000 1.0000
eil51(01, unc, 01) 0.0000 0.0000 1.0000
eil51(05, unc, 01) 0.0000 0.0200 1.0000
eil51(10, unc, 01) 0.0000 0.0000 1.0000
eil51(01, unc, 05) 0.0000 0.2400 1.0000
eil51(05, unc, 05) 0.0000 0.0600 1.0000
eil51(10, unc, 05) 0.0000 0.0600 1.0000
eil51(01, unc, 10) 0.3200 1.0000 1.0000
eil51(05, unc, 10) 0.2700 0.1600 1.0000
eil51(10, unc, 10) 0.0000 0.0000 1.0000

We can observe in Table 4 that MA2B and MATLS show the best results
for eil51 instances. However, GPHS* is better than S5 for almost all instances.
The same observations can be made in Table 5.

We can note in Table 6 that GPHS* is better than S5 for most eil76
instances, and more competitive with MATLS. Additionally, GPHS* was able
to outperform MA2B for some instances.

The A-measures reported in Table 7 show that GPHS* is better than S5
for most kroA100 instances and better or at least similar to MATLS. We can
also observe that GPHS* presents good results when compared with MA2B.
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Table 5: A-test over berlin52 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
berlin52(01, bsc, 01) 0.3200 0.0000 1.0000
berlin52(05, bsc, 01) 0.0000 0.2000 0.1000
berlin52(10, bsc, 01) 0.0000 0.0000 1.0000
berlin52(01, bsc, 05) 0.0000 0.0000 1.0000
berlin52(05, bsc, 05) 0.4800 0.0000 1.0000
berlin52(10, bsc, 05) 0.3500 0.1200 1.0000
berlin52(01, bsc, 10) 0.0000 1.0000 1.0000
berlin52(05, bsc, 10) 0.2600 0.9500 1.0000
berlin52(10, bsc, 10) 0.2900 1.0000 1.0000

berlin52(01, usw, 01) 0.4000 0.0600 1.0000
berlin52(05, usw, 01) 0.0000 0.0000 1.0000
berlin52(10, usw, 01) 0.0000 0.0000 1.0000
berlin52(01, usw, 05) 0.6800 1.0000 1.0000
berlin52(05, usw, 05) 0.6700 0.4900 1.0000
berlin52(10, usw, 05) 0.6900 0.0400 1.0000
berlin52(01, usw, 10) 0.0750 0.0200 1.0000
berlin52(05, usw, 10) 0.2300 0.1000 1.0000
berlin52(10, usw, 10) 0.5300 0.1400 1.0000
berlin52(01, unc, 01) 0.3900 0.5000 1.0000
berlin52(05, unc, 01) 0.1200 0.5000 1.0000
berlin52(10, unc, 01) 0.4950 0.1000 1.0000
berlin52(01, unc, 05) 0.5000 1.0000 1.0000
berlin52(05, unc, 05) 0.0900 0.0000 1.0000
berlin52(10, unc, 05) 0.6600 0.1400 1.0000
berlin52(01, unc, 10) 0.1200 1.0000 1.0000
berlin52(05, unc, 10) 0.6000 0.2000 1.0000
berlin52(10, unc, 10) 0.7000 0.0000 1.0000

Table 6: A-test over eil76 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
eil76(01, bsc, 01) 0.0900 0.4500 0.9000
eil76(05, bsc, 01) 0.9000 1.0000 0.9000
eil76(10, bsc, 01) 0.6000 1.0000 1.0000
eil76(01, bsc, 05) 0.0000 0.0000 0.0000
eil76(05, bsc, 05) 0.1600 0.6600 0.6500
eil76(10, bsc, 05) 0.0400 1.0000 0.9000
eil76(01, bsc, 10) 0.0000 0.3200 0.9200
eil76(05, bsc, 10) 0.8750 0.9500 0.9700
eil76(10, bsc, 10) 0.1600 0.8600 0.9800

eil76(01, usw, 01) 0.0900 0.0400 0.9800
eil76(05, usw, 01) 0.0000 0.0000 1.0000
eil76(10, usw, 01) 0.0000 0.0000 1.0000
eil76(01, usw, 05) 0.0000 0.0000 0.6000
eil76(05, usw, 05) 0.4500 0.0000 0.9700
eil76(10, usw, 05) 0.0550 0.0000 0.9600
eil76(01, usw, 10) 0.1150 0.4900 1.0000
eil76(05, usw, 10) 0.3700 0.2800 0.4000
eil76(10, usw, 10) 0.4500 0.9000 1.0000
eil76(01, unc, 01) 0.0900 0.9800 1.0000
eil76(05, unc, 01) 0.2000 0.8000 1.0000
eil76(10, unc, 01) 0.5200 1.0000 1.0000
eil76(01, unc, 05) 0.1000 0.9000 1.0000
eil76(05, unc, 05) 0.6000 0.6000 1.0000
eil76(10, unc, 05) 0.0000 0.0000 1.0000
eil76(01, unc, 10) 0.4300 0.9000 1.0000
eil76(05, unc, 10) 0.5050 0.5000 1.0000
eil76(10, unc, 10) 0.2700 0.1000 1.0000
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Table 7: A-test over kroA100 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
kroA100(01, bsc, 01) 0.1700 0.0100 1.0000
kroA100(05, bsc, 01) 0.7000 1.0000 1.0000
kroA100(10, bsc, 01) 0.3700 1.0000 0.4000
kroA100(01, bsc, 05) 0.4500 0.9000 1.0000
kroA100(05, bsc, 05) 0.2650 1.0000 1.0000
kroA100(10, bsc, 05) 0.0750 1.0000 1.0000
kroA100(01, bsc, 10) 0.8000 0.7700 1.0000
kroA100(05, bsc, 10) 0.5500 1.0000 1.0000
kroA100(10, bsc, 10) 0.5000 1.0000 1.0000

kroA100(01, usw, 01) 0.4050 0.0800 1.0000
kroA100(05, usw, 01) 0.1650 0.0000 1.0000
kroA100(10, usw, 01) 0.1400 0.0300 1.0000
kroA100(01, usw, 05) 0.3600 0.3900 1.0000
kroA100(05, usw, 05) 0.7900 0.2800 1.0000
kroA100(10, usw, 05) 1.0000 0.4700 1.0000
kroA100(01, usw, 10) 0.5700 0.3900 1.0000
kroA100(05, usw, 10) 0.5000 0.1000 1.0000
kroA100(10, usw, 10) 0.7300 0.6600 1.0000
kroA100(01, unc, 01) 0.0000 1.0000 0.4000
kroA100(05, unc, 01) 0.1000 0.7300 0.1000
kroA100(10, unc, 01) 0.1500 1.0000 1.0000
kroA100(01, unc, 05) 0.5900 0.5500 0.9000
kroA100(05, unc, 05) 0.0000 1.0000 1.0000
kroA100(10, unc, 05) 0.9000 1.0000 1.0000
kroA100(01, unc, 10) 0.6200 0.6900 1.0000
kroA100(05, unc, 10) 0.0000 1.0000 1.0000
kroA100(10, unc, 10) 0.1000 1.0000 1.0000

Table 8: A-test over a280 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
a280(01, bsc, 01) 1.0000 1.0000 0.6500
a280(05, bsc, 01) 1.0000 1.0000 0.5000
a280(10, bsc, 01) 0.8100 1.0000 0.1100
a280(01, bsc, 05) 0.8400 0.8000 0.0000
a280(05, bsc, 05) 0.9400 1.0000 1.0000
a280(10, bsc, 05) 1.0000 1.0000 0.0000
a280(01, bsc, 10) 0.9800 0.8800 0.4000
a280(05, bsc, 10) 0.8200 1.0000 0.5000
a280(10, bsc, 10) 0.9500 0.9700 0.0100

a280(01, usw, 01) 0.1400 0.5500 0.1000
a280(05, usw, 01) 0.6350 1.0000 0.9000
a280(10, usw, 01) 0.8000 1.0000 1.0000
a280(01, usw, 05) 0.5800 0.5200 0.5000
a280(05, usw, 05) 0.9650 0.6700 0.6000
a280(10, usw, 05) 0.8650 0.4500 0.6700
a280(01, usw, 10) 0.7800 0.9300 0.8000
a280(05, usw, 10) 1.0000 0.9200 0.9200
a280(10, usw, 10) 0.8200 0.8100 0.4600
a280(01, unc, 01) 0.4800 0.2500 1.0000
a280(05, unc, 01) 0.3800 0.7700 0.8000
a280(10, unc, 01) 0.2000 0.9800 0.6000
a280(01, unc, 05) 0.2300 0.9500 0.4800
a280(05, unc, 05) 1.0000 0.9500 0.9500
a280(10, unc, 05) 0.8100 0.9300 0.2300
a280(01, unc, 10) 0.8250 1.0000 1.0000
a280(05, unc, 10) 0.9600 0.9600 0.7400
a280(10, unc, 10) 0.7900 0.6800 0.0300
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Table 9: A-test over pr439 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
pr439(01, bsc, 01) 0.0000 1.0000 0.9000
pr439(05, bsc, 01) 1.0000 1.0000 0.9400
pr439(10, bsc, 01) 0.7100 0.8200 0.1900
pr439(01, bsc, 05) 0.1200 0.6300 0.0900
pr439(05, bsc, 05) 0.3100 0.7100 0.0900
pr439(10, bsc, 05) 0.3900 0.8200 0.0000
pr439(01, bsc, 10) 0.7200 0.9800 0.8200
pr439(05, bsc, 10) 0.7700 1.0000 0.3300
pr439(10, bsc, 10) 0.4000 0.9900 0.4000

pr439(01, usw, 01) 0.6600 0.4900 0.6500
pr439(05, usw, 01) 0.5700 0.9000 0.7600
pr439(10, usw, 01) 0.6400 1.0000 0.3600
pr439(01, usw, 05) 0.9200 1.0000 1.0000
pr439(05, usw, 05) 0.6850 0.9200 0.9100
pr439(10, usw, 05) 0.5400 0.9400 0.5700
pr439(01, usw, 10) 0.7400 1.0000 0.7600
pr439(05, usw, 10) 0.8500 0.9700 0.8900
pr439(10, usw, 10) 0.1100 0.5700 0.0200
pr439(01, unc, 01) 0.8900 0.9000 0.8600
pr439(05, unc, 01) 0.9300 1.0000 0.0100
pr439(10, unc, 01) 0.8000 0.8300 0.0400
pr439(01, unc, 05) 0.3100 0.8900 0.6900
pr439(05, unc, 05) 0.8150 0.8700 0.8000
pr439(10, unc, 05) 0.4500 0.7900 0.4300
pr439(01, unc, 10) 0.4500 0.9300 0.3600
pr439(05, unc, 10) 0.7600 1.0000 0.8000
pr439(10, unc, 10) 0.2650 0.7900 0.0200

Table 10: A-test over rat783 instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
rat783(01, bsc, 01) 0.6900 0.8600 0.5300
rat783(05, bsc, 01) 0.5900 0.6000 0.1500
rat783(10, bsc, 01) 0.6000 0.6000 0.1200
rat783(01, bsc, 05) 0.9900 1.0000 1.0000
rat783(05, bsc, 05) 0.9000 0.9300 0.8800
rat783(10, bsc, 05) 0.6500 1.0000 0.3000
rat783(01, bsc, 10) 0.9500 1.0000 1.0000
rat783(05, bsc, 10) 1.0000 1.0000 0.2000
rat783(10, bsc, 10) 0.7000 0.5500 0.0000

rat783(01, usw, 01) 0.2700 0.1400 0.0000
rat783(05, usw, 01) 0.2800 0.0700 0.0000
rat783(10, usw, 01) 0.0000 0.0100 0.0000
rat783(01, usw, 05) 0.9000 0.2600 0.0000
rat783(05, usw, 05) 1.0000 0.1800 0.0600
rat783(10, usw, 05) 0.5000 0.2800 0.1300
rat783(01, usw, 10) 1.0000 0.4000 0.2600
rat783(05, usw, 10) 0.8900 0.2100 0.0400
rat783(10, usw, 10) 0.8800 0.4600 0.1300
rat783(01, unc, 01) 0.2000 0.0200 0.4200
rat783(05, unc, 01) 0.6800 0.3800 0.0000
rat783(10, unc, 01) 0.0000 0.4300 0.0000
rat783(01, unc, 05) 0.8300 0.3200 0.4500
rat783(05, unc, 05) 0.8700 0.3000 0.1600
rat783(10, unc, 05) 0.3500 0.1700 0.0600
rat783(01, unc, 10) 0.9600 0.7400 0.9800
rat783(05, unc, 10) 1.0000 0.0000 0.0000
rat783(10, unc, 10) 0.5000 0.3600 0.0000
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Tables 8 and 9 show a significant increase in the performance of GPHS* com-
pared with the three other algorithms.

Finally, in Table 10 we observe that GPHS* presents better results for
several instances in comparison with MA2B, however its performance decreases
when it is compared with MATLS and S5.

The results in Tables 4–10 show that the proposed hyperheuristic performs
comparatively better (apart from MATLS) when the sizes of the addressed
problems increase.

In order to summarize the statistical analysis of the results concerning each
group of instances, the Friedman test and a post-hoc was applied to the ob-
tained objectives values, considering the non-normality observed by Shapiro-
Wilk test [10]. Friedman test reveals all the algorithms have statistically sig-
nificant difference.

Table 11 shows the statistical analysis of pairwise comparisons between
GPHS* and the state-of-art algorithms using Dunn-Sidak’s post-hoc test with
a significance level of α = 0.05. When the test result is greater than α, there is
no statistical difference between the two approaches. All tests have been exe-
cuted with a confidence level of 95% (α = 0.05) considering the 10 independent
runs of each algorithm.

The entries representing a statistically significant difference between GPHS* and
the other technique are emphasized (bold). The background is highlighted
when GPHS* shows better performance (average of its objective values).

Table 11: Results for pairwise comparisons among GPHS* and state-of-art
algorithms using Friedman and Dunn-Sidak’s post-hoc tests with α = 0.05 for
each group of instances.

Algorithm GPHS* x MA2B GPHS* x MATLS GPHS* x S5
eil51 0.0032 0.9012 0.0008

berlin52 0.3096 0.3561 0.0000
eil76 0.1420 1.0000 0.0006

kroA100 0.9980 0.1112 0.0000
a280 0.0324 0.0000 0.9799

pr439 0.9811 0.0000 0.9999
rat783 0.3007 1.0000 0.0053

We can observe from Table 11 that there are statistical differences be-
tween GPHS* and S5 for all small sized instances (eil51, berlin52, eil76 and
kroA100 ), where GPHS* is better. In comparison with MA2B, GPHS* is not
statistically different for the same instances set. This can also be observed for
a280 and pr439, where there are no statistical differences between GPHS* and
S5, however, GPHS* is better than MA2B and MATLS for a280 instances.
Finally, for rat783 set we observe that GPHS* presents no statistical differ-
ences between MA2B and MATLS; and S5 provides better results than all the
other approaches.
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5.5 Discussion

We believe that the GP-based heuristic selection outperforms the standard
GA due to two main factors:

– The tree representation: a solution can be represented in many different
ways using a GP tree, which allows exploring more possibilities.

– The standard GP crossover: which is able to explore more combinations
than the 1-point crossovers usually used in a standard GA, while preserving
the LLHs order.

We believe that the superior performance that MA2B shows is mainly due
to two properties. The first is the use of a population of solutions instead of
a single solution as is the case with the building blocks of our hyper-heuristic
and S5. The second advantage is the excellent balance between diversifica-
tion (disruptive crossover and strong mutations) and intensification (fast local
search).

Our proposed framework is still a preliminary attempt to investigate the
use of heuristic selection for the TTP. We used disruptive operators to increase
the search space exploration, which worked to some extent, but needs further
improvement.

Nevertheless, even with less sophisticated LLHs, GPHS*was able to beat
MATLS which uses a population of solutions and sophisticated components.
Although MATLS is a faster algorithm, the improvement brought by GPHS* was
significant regarding the solution quality.

Perhaps a fairer comparison would be against S5, due to the fact that it
is also very time consuming. Indeed, the reported results show clearly that
GPHS* outperformed S5 algorithm on the majority of TTP instances.

It is worth noting that GPHS*’s performance decrease for rat783 is mainly
due to the runtime limit and the size of these instances. In fact, due to the
10 minutes stopping criteria which is used as a standard in all the algorithms
for the TTP, there was significantly less computational effort for this group of
instances.

In addition, it is not obvious to extract a general pattern for the obtained
models, or even a pattern given a single TTP instance. However, according
to 21 results we can observe that the generated models likely start with a
disruptive operator (52%) or a search heuristic (48%). In the middle stages of
the models, search heuristics are more likely to be applied (65%) compared to
disruptive operators (35%). Local search heuristics are always applied at the
end of all the studied models.

6 Conclusions and Future Work

In this paper, we studied the Travelling Thief Problem, an NP-hard multi-
component problem, from a hyper-heuristic perspective. Firstly, we briefly
revisited various hyper-heuristic techniques used in the field of combinatorial
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optimization. Then, the problem was formally defined and state-of-the-art
algorithms were revisited.

The main focus of this work was to investigate the use of heuristic selec-
tion for the TTP with a low computational budget. Therefore, we proposed a
heuristic selection technique based on a GP framework in order to search for
the best combination between low-level-heuristics and disruptive operators.

We have analyzed the performance of the proposed approach on small
sized TTP instances, considering an average of approximation ratio. We also
provided a statistical analysis of a pairwise comparison between our approach
and three other state-of-the-art algorithms.

Based on the experiments we can conclude that for the small and mid-size
instances addressed in this work, the proposed heuristic selection is competitive
when compared with the other investigated algorithms. The explanation is
based on the fact that GP framework can obtain good combinations of LLH
as well as provide a high diversity of the search space. Additionally, GP trees
structures have preserved the correlation between the terminals in sub-trees,
and this has been transferred to the offspring population.

In the future, we can use a self-tuning technique to dynamically update
the LLHs parameters during a run. Furthermore another interesting research
direction is expanding the approach for larger instances in order to test its
scalability.

Acknowledgements M.Martins acknowledges CAPES/Brazil. M.Delgado acknowledges
CNPq grant Nos.: 309197/2014-7 (Brazil Government).

A Appendix

In this appendix we provide a closer look of the average approximation ratio
achieved in 10 independent runs (stated as trend lines in Section 5).

According to Figures 3–9, for some instances, the average approximation
ratios are close to 100%, while the same achievement seems to be very difficult
on others. For example, GPHS* regularly achieves better results than S5 on
almost all instances of small size (eil51, berlin52, eil76 and kroA100 ), as can
be seen in Figures 3, 4, 5 and 6. Another example can be seen in Figures 7 and
8, where GPHS* presents similar results as S5 for almost all instances of a280
and pr439 set. Finally, in Figure 9 we observe that GPHS* presents similar
results as MA2B and MATLS but worse than S5 for almost all instances of
rat783 set.
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Fig. 3: Average approximation ratios over 10 independent runs of the eil51
instances.

Fig. 4: Average approximation ratios over 10 independent runs of the berlin52
instances.
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Fig. 5: Average approximation ratios over 10 independent runs of the eil76
instances.

Fig. 6: Average approximation ratios over 10 independent runs of the kroA100
instances.
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Fig. 7: Average approximation ratios over 10 independent runs of the a280
instances.

Fig. 8: Average approximation ratios over 10 independent runs of the pr439
instances.



28 El Yafrani et al.

Fig. 9: Average approximation ratios over 10 independent runs of the rat783
instances.
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