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ABSTRACT
Many important problems in multiagent systems involve the allo-
cation of multiple resources among the agents. For resource allo-
cation problems, the well-known VCG mechanism satisfies a list
of desired properties, including efficiency, strategy-proofness, in-
dividual rationality, and the non-deficit property. However, VCG is
generally not budget-balanced. Under VCG, agents pay the VCG
payments, which reduces social welfare. To offset the loss of social
welfare due to the VCG payments, VCG redistribution mechanisms
were introduced. These mechanisms aim to redistribute as much
VCG payments back to the agents as possible, while maintaining
the aforementioned desired properties of the VCG mechanism.

We continue the search for worst-case optimal VCG redistri-
bution mechanisms – mechanisms that maximize the fraction of
total VCG payment redistributed in the worst case. Previously,
a worst-case optimal VCG redistribution mechanism (denoted by
WCO) was characterized for multi-unit auctions with nonincreas-
ing marginal values [7]. Later, WCO was generalized to settings
involving heterogeneous items [4], resulting in the HETERO mech-
anism. [4]conjecturedthat HETERO is feasible and worst-case op-
timal for heterogeneous-item auctions with unit demand. In this pa-
per, we propose a more natural way to generalize the WCO mech-
anism. We prove that our generalized mechanism, though rep-
resented differently, actually coincides with HETERO. Based on
this new representation of HETERO, we prove that HETERO is
indeed feasible and worst-case optimal in heterogeneous-item auc-
tions with unit demand. Finally, we conjecture that HETERO re-
mains feasible and worst-case optimal in the even more general
setting of combinatorial auctions with gross substitutes.
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1. INTRODUCTION

1.1 VCG Redistribution Mechanisms
Many important problems in multiagent systems involve the al-

location of multiple resources among the agents. For resource al-
location problems, the well-known VCG mechanism satisfies the
following list of desired properties:

• Efficiency: the allocation maximizes the agents’ total valua-
tion (without considering payments).

• Strategy-proofness: for any agent, reporting truthfully is a
dominant strategy, regardless of the other agents’ types.

• (Ex post) individual rationality: Every agent’s final utility
(after deducting her payment) is always nonnegative.

• Non-deficit: the total paymentfromthe agents is nonnegative.

However, VCG is generally not budget-balanced. Under VCG,
agents pay the VCG payments, which reduces social welfare. To
offset the loss of social welfare due to the VCG payments, VCG re-
distribution mechanisms were introduced. These mechanisms still
allocate the resources using VCG. On top of VCG, these mecha-
nisms try to redistribute as much VCG payments back to the agents
as possible. We require thatan agent’s redistribution be indepen-
dent of her own type. This is sufficient for maintaining strategy-
proofness and efficiency (an agent has no control over her own
redistribution). For smoothly connected domains (including multi-
unit auctions with nonincreasing marginal values and heterogeneous-
item auctions with unit demand), the above requirement is also
necessary for maintaining strategy-proofness and efficiency [8]. A
VCG redistribution mechanism isfeasibleif it maintains all the de-
sired properties of the VCG mechanism. That is, we also require
that the redistribution process maintains individual rationality and
the non-deficit property.

Let n be the number of agents. Since all VCG redistribution
mechanisms start by allocating according to the VCG mechanism,
a VCG redistribution mechanism is characterized by its redistri-
bution scheme~r = (r1, r2, . . . , rn). Under VCG redistribution
mechanism~r, agenti’s redistribution equalsri(θ1, . . . , θi−1, θi+1,
. . . , θn), whereθj is agentj’s type. (We do not have to differen-
tiate between an agent’s true type and her reported type, since all
VCG redistribution mechanisms are strategy-proof.) For the mech-
anism design objective studied in this paper, it is without loss of
generality to only consider VCG redistribution mechanisms that are
anonymous (we defer the proof of this claim to the appendix). An
anonymous VCG redistribution mechanism is characterized by a
single functionr. Under (anonymous) VCG redistribution mech-
anismr, agenti’s redistribution equalsr(θ−i), whereθ−i is the
multisetof the types of the agents other thani.



We use~θ to denote the type profile. LetV CG(~θ) be the total
VCG payment for this type profile. A VCG redistribution mech-
anismr satisfies the non-deficit property if the total redistribution
never exceeds the total VCG payment. That is, for any type pro-
file ~θ,

∑

i
r(θ−i) ≤ V CG(~θ). A VCG redistribution mechanism

r is (ex post) individually rational if every agent’s final utility is
always nonnegative. Since VCG is individually rational, we have
that a sufficient condition forr to be individually rational is for any
~θ and anyi, r(θ−i) ≥ 0 (on top of VCG, every agent also receives
a redistribution amount that is always nonnegative). On the other
hand, when agenti is not interested in any item (her valuation on
any item bundle equals0), under VCG,i’s utility always equals
0. After redistribution, agenti’s utility is exactly her redistribution
r(θ−i). That is,r(θ−i) ≥ 0 for all θ−i (hence for all~θ and alli) is
also necessary for individual rationality.

We want to find VCG redistribution mechanisms that maximize
the fraction of total VCG payment redistributed in the worst-case.
This mechanism design problem is equivalent to the following func-
tional optimization model:

Variable function: r
Maximize: α (worst-case redistribution fraction)
Subject to:
Non-deficit:∀~θ,

∑

i
r(θ−i) ≤ V CG(~θ)

Individual rationality:∀θ−i, r(θ−i) ≥ 0

Worst-case guarantee:∀~θ,
∑

i
r(θ−i) ≥ αV CG(~θ)

In this paper, we will analytically characterize one worst-case
optimal VCG redistribution mechanism for heterogeneous-item auc-
tions with unit demand.1

We conclude this subsection with an example VCG redistribu-
tion mechanism in the simplest setting of single-item auctions. In
a single-item auction, an agent’s type is a nonnegative real number
representing her utility for winning the item. Without loss of gen-
erality, we assume thatθ1 ≥ θ2 ≥ . . . ≥ θn ≥ 0. In single-item
auctions, the Bailey-Cavallo VCG redistribution mechanism [2, 3]
works as follows:

• Allocate the item according to VCG: Agent1 wins the item
and paysθ2. The other agents win nothing and do not pay.

• Every agent receives a redistribution that equals1
n

times the
second highestothertype: Agent1 and2 each receives1

n
θ3.

The other agents each receives1
n
θ2.

The above mechanism obviously maintains strategy-proofness
and efficiency (an agent’s redistribution does not depend on her
own type). It also maintains individual rationality because all re-
distributions are nonnegative. The total redistribution equals2

n
θ3+

n−2
n

θ2. This is never more than the total VCG paymentθ2. That is,
the above mechanism maintains the non-deficit property. Finally,
the total redistribution2

n
θ3+

n−2
n

θ2 ≥ n−2
n

θ2. That is, for single-
item auctions, this example mechanism’s worst-case redistribution
fraction is n−2

n
(the worst-case is reached whenθ3 = 0).

1.2 Previous Research on Worst-Case Optimal
VCG Redistribution Mechanisms

In this subsection, we review existing results on worst-case op-
timal VCG redistribution mechanisms. Besides high-level discus-
sions, we also choose to include a certain level of technical details,
as they are needed for later sections.
1The problem of assigning heterogeneous items to unit demand
agents is also often called the assignment problem.

We organize existing results by their settings.

Worst-Case Optimal Redistribution in Multi-Unit Auctions with
Unit Demand [7, 12]: In multi-unit auctions with unit demand, the
items for sale are identical. Each agent wants at most one copy of
the item. (Single-item auctions are special cases of multi-unit auc-
tions with unit demand.) Letm be the number of items.Through-
out this paper, we only consider cases wherem ≤ n − 2.2 Here,
an agent’s type is a nonnegative real number representing her val-
uation for winning one copy of the item. It is without loss of gen-
erality to assume thatθ1 ≥ θ2 ≥ . . . ≥ θn ≥ 0. [7] showed that
for multi-unit auctions with unit demand, any VCG redistribution
mechanism’s worst-case redistribution fraction is at most

α∗ = 1−

(

n−1
m

)

∑n−1
j=m

(

n−1
j

)

If we switch to a more general setting, thenα∗ is still an up-
per bound: if there exists a VCG redistribution mechanism whose
worst-case redistribution fraction is strictly larger thanα∗ in a more
general setting, then this mechanism, when applied to multi-unit
auctions with unit demand, has a worst-case redistribution fraction
that is strictly larger thanα∗, which contradicts with the meaning
of α∗.

[7] also characterized a VCG redistribution mechanism for multi-
unit auctions with unit demand, called the WCO mechanism.3

WCO’s worst-case redistribution fraction is exactlyα∗. That is, it
is worst-case optimal.

WCO was obtained by optimizing within the family oflinear
VCG redistribution mechanisms. A linear VCG redistribution mech-
anismr takes the following form:

r(θ−i) =

n−1
∑

j=1

cj [θ−i]j

Here, theci are constants. (We only consider theci that corre-
spond to feasible VCG redistribution mechanisms.)[θ−i]j is the
j-th highest type amongθ−i. Linear mechanismr is characterized
by the values of theci. The optimal values theci are as follows:

c∗i =
(−1)i+m−1(n−m)

(

n−1
m−1

)

i
∑n−1

j=m

(

n−1
j

)

1
(

n−1
i

)

n−1
∑

j=i

(

n− 1

j

)

for i = m+ 1, . . . , n− 1, andc∗i = 0 for i = 1, 2, . . . ,m.
The characterization of WCO then follows:

r(θ−i) =

n−1
∑

j=1

c∗j [θ−i]j =

n−1
∑

j=m+1

c∗j [θ−i]j

Worst-Case Optimal Redistribution in Multi-Unit Auctions with
Nonincreasing Marginal Values [7]: Multi-unit auctions with non-

2[7] showed that for multi-unit auctions with unit demand, when
m = n − 1, the worst-case redistribution fraction (of any feasi-
ble VCG redistribution mechanism) is at most0. Since the setting
studied in this paper is more general (heterogeneous-item auctions
with unit demand), we also have that the worst-case redistribution
fraction is at most0 whenm = n − 1. Since heterogeneous-item
auctions withx units are special cases of heterogeneous-item auc-
tions withx + 1 units, we have that for our setting the worst-case
redistribution fraction is at most0 whenm ≥ n − 1. That is, not
redistributing anything is worst-case optimal whenm ≥ n− 1.
3WCO has also been independently derived in [12], under a slightly
different objective of maximizing worst-case efficiency ratio. Also,
for [12]’s objective, the optimal mechanism coincides with WCO
only when the individual rationality constraint is enforced.



increasing marginal values are more general than multi-unit auc-
tions with unit demand. In this more general setting, the items are
still identical, but an agent may demand more than one copy of the
item. An agent’s valuation for winning the first copy of the item
is called her initial/first marginal value. Similarly, an agent’s addi-
tional valuation for winning thei-th copy of the item is called her
i-th marginal value. An agent’s type containsm nonnegative real
numbers (i-th marginal value fori = 1, . . . ,m). In this setting, it
is further assumed that the marginal values are nonincreasing.

As discussed earlier, in this more general setting, any VCG re-
distribution mechanism’s worst-case redistribution fraction is still
bounded above byα∗. [7] generalized WCO to this setting, and
proved that its worst-case redistribution fraction remains the same.
Therefore, WCO (after generalization) is also worst-case optimal
for multi-unit auctions with nonincreasing marginal values.

The original definition of WCO does not directly generalize to
multi-unit auctions with nonincreasing marginal values. When it
comes to multi-unit auctions with nonincreasing marginal values,
an agent’s type is no longer a single value, which means that there is
no such thing as “thej-th highest type amongθ−i”. To address this,
[7] replaced[θ−i]j by 1

m
R(θ−i, j−m−1) for j = m+1, . . . , n−

1. Basically,R(θ−i, j − m − 1) is the generalization of[θ−i]j :
it is identical to[θ−i]j in the unit demand setting, and it remains
well-defined for multi-unit auctions with nonincreasing marginal
values. We abuse notation by not differentiating the agents and
their types. For example,θ−i is equivalent to the set of agents
other thani. Let S be a set of agents.R(S, i) is formally defined
as follows (this definition is included for completeness; we will not
use it anywhere):

• R(S, 0) = V CG(S) (the total VCG payment when only
those inS participate in the auction).

• Fori = 1, . . . , |S|−m−1,R(S, i) = 1
m+i

∑m+i

j=1 R(U(S, j),

i − 1). Here,U(S, j) is the new set of agents, after remov-
ing the agent with thej-th highest initial marginal value inS
from S.

The general form of WCO is as follows:

r(θ−i) =
1

m

n−1
∑

j=m+1

c∗jR(θ−i, j −m− 1)

Worst-Case Optimal Redistribution in Heterogeneous-Item Auc-
tions with Unit Demand [4]: In heterogeneous-item auctions with
unit demand, the items for sale are different. Each agent demands
at most one item. Here, an agent’s type consists ofm nonnegative
real numbers (her valuation for winning itemi for i = 1, . . . ,m).
Heterogeneous-item auctions with unit demand is the main focus
of this paper.

Since heterogeneous-item auctions with unit demand is more
general than multi-unit auctions with unit demand,α∗ is still an
upper bound on the worst-case redistribution fraction. [4] proposed
the HETERO mechanism, by generalizing WCO. The authorscon-
jecturedthat HETERO is feasible and has a worst-case redistribu-
tion fraction that equalsα∗. That is, the authors conjectured that
HETERO is worst-case optimal in this setting. The main contribu-
tion of this paper is a proof of this conjecture.

Redistribution in Combinatorial Auctions with Gross Substi-
tutes [6]: The gross substitutes condition was first proposed in [9].
Like unit demand, the gross substitutes condition is a condition on
an agent’s type (does not depend on the mechanism under discus-
sion). In words, an agent’s type satisfies the gross substitutes con-
dition if her demand for an item does not decrease when the prices

of the other items increase. Both multi-unit auctions with non-
increasing marginal values and heterogeneous-item auctions with
unit demand are special cases of combinatorial auctions with gross
substitutes [5, 9]. [6] showed that for this setting, the worst-case
redistribution fraction of the Bailey-Cavallo mechanism [2, 3] is
exactly n−m−1

n
(whenn ≥ m+ 1), and it is possible to construct

mechanisms with even higher worst-case redistribution fractions.
The authors did not find a worst-case optimal mechanism for this
setting. At the end of this paper, we conjecture that HETERO is
optimal for combinatorial auctions with gross substitutes.

Finally, Naroditskiyet al. [13] proposed a numerical technique for
designing worst-case optimal redistribution mechanisms. The pro-
posed technique only works for single-parameter domains. It does
not apply to our setting (multi-parameter domain).

1.3 Our contribution
We generalize WCO to heterogeneous-item auctions with unit

demand. We prove that the generalized mechanism, though rep-
resented differently, coincides with the HETERO mechanism pro-
posed in [4]. That is, what we proposed is not a new mechanism,
but a new representation of an existing mechanism. Based on our
new representation of HETERO, we prove that HETERO is indeed
feasible and worst-case optimal when applied to heterogeneous-
item auctions with unit demand, thus confirming the conjecture
raised in [4]. We conclude with a new conjecture that HETERO
remains feasible and worst-case optimal in the even more general
setting of combinatorial auctions with gross substitutes.

2. NEW REPRESENTATION OF HETERO
We recall that WCO was obtained by optimizing within the fam-

ily of linear VCG redistribution mechanisms. The original repre-
sentation of HETERO was obtained using a similar approach [4].
The authors focused on the following family of mechanisms:

r(θ−i) =

n−m−1
∑

j=1

βjt(θ−i, j − 1)

Here, theβi are constants.t(S, j) is the expectedtotal VCG
payment when we removej agents uniformly at random fromS,
and allocate all the items to the remaining agents. It is easy to see
that all member mechanisms of the above family are well-defined
for general combinatorial auctions. Not every member mechanism
is feasible though.

[4] did not attempt optimizing over the family. Instead, theβi

are chosen so that the corresponding mechanism coincides with
WCO when it comes to multi-unit auctions with unit demand. It
turns out that the choice isunique, and the corresponding mecha-
nism is called HETERO. [4]conjecturedthat HETERO is feasible
and worst-case optimal for heterogeneous-item auctions with unit
demand.

In this section, we propose another way to generalize WCO. We
will show that the generalized WCO actually coincides with HET-
ERO. That is, what we derive is a new representation of HETERO.
This new representation will prove itself useful in later discussions.

We recall that the characterization of WCO for multi-unit auc-
tions with nonincreasing marginal values is based on a series of
functionsR(S, i). These functions do not directly generalize to set-
tings involving heterogeneous items, because, fori > 0, R(S, i) is
defined explicitly based on the agents’ initial marginal values. For-
tunately, there is an easy way to rewriteR(S, i), so that it becomes
well-defined for settings involving heterogeneous items.



[7] proved that for0 ≤ j ≤ |S| −m− 2,
∑

a∈S

R(S−a, j) = (|S|−m−1−j)R(S, j)+(m+1+j)R(S, j+1)

(1)
Based on Equation 1, WCO can be rewritten into the following

form (the only changes are that fori > 0, R(S, i)’s definition no
longer mentions “initial marginal values”):

Definition 1. Heterogeneous WCO (new representation of HET-
ERO):

r(θ−i) =
1

m

n−1
∑

j=m+1

c∗jR(θ−i, j −m− 1)

• R(S, 0) = V CG(S)

• For i = 1, . . . , |S| −m− 1, R(S, i) equals:

1

m+ i

(

∑

a∈S

R(S − a, i− 1)− (|S| −m− i)R(S, i− 1)

)

Heterogeneous WCO is well-defined for general combinatorial
auctions, so we can directly apply it to heterogeneous-item auctions
with unit demand. Of course, we still have the burden to prove that
it remains feasible and worst-case optimal. We will do so in the
next section.

Heterogeneous WCO is not a new mechanism. It turns out that it
coincides with HETERO for general combinatorial auctions. That
is, Definition 1 is a new representation of the existing mechanism
HETERO.

PROPOSITION 1. Heterogeneous WCO coincides with HETERO
for general combinatorial auctions.

Proof omitted since it is based on pure algebraic manipulation.

3. FEASIBILITY AND WORST-CASE
OPTIMALITY OF HETERO

In this section, we prove that HETERO, as represented in Defi-
nition 1, is feasible and worst-case optimal for heterogeneous-item
auctions with unit demand.

We first define theredistribution monotonicitycondition:

Definition 2. An auction setting satisfiesredistribution mono-
tonicity if for any set of agentsS, we have that

R(S, 0) ≥ R(S, 1) ≥ . . . ≥ R(S, |S| −m− 1) ≥ 0

R was defined in Definition 1. That is,R(S, 0) = V CG(S),
and fori = 1, . . . , |S| −m− 1, R(S, i) equals

1

m+ i

(

∑

a∈S

R(S − a, i− 1)− (|S| −m− i)R(S, i− 1)

)

.

For example, the setting of single-item auctions satisfies redistri-
bution monotonicity. In a single-item auction,R(S, 0) = V CG(S) =
[S]2 ([S]i is thei-th highest type from the agents inS).

R(S, 1) =
1

2

(

∑

a∈S

R(S − a, 0)− (|S| − 2)R(S, 0)

)

=
1

2
(2[S]3 + (|S| − 2)[S]2 − (|S| − 2)[S]2) = [S]3.

Similarly,R(S, 2) = [S]4,R(S, 3) = [S]5, . . . , and finallyR(S, |S|−
m− 1) = R(S, |S| − 2) = [S]|S| (lowest type from the agents in
S). It is clear that redistribution monotonicity holds here.

More generally, redistribution monotonicity holds for multi-unit
auctions with nonincreasing marginal values: Claim17 of [7] proved
thatR(S, i) is nonincreasing ini for multi-unit auctions with non-
increasing marginal values;R(S, i)’s original definition as described
in Subsection 1.2 makes it clear that theR(S, i) are nonnegative.

The following proposition greatly simplifies our task:

PROPOSITION 2. If the setting satisfies redistribution monotonic-
ity, then HETERO is feasible (strategy-proof, efficient, individually
rational, and non-deficit), and its worst-case redistribution fraction
is at leastα∗. If the setting is also more general than multi-unit
auctions with unit demand, then HETERO is worst-case optimal.

PROOF. We first prove that HETERO is feasible given redistri-
bution monotonicity. According to Definition 1, under HETERO,
an agent’s redistribution does not depend on her own type. That
is, HETERO is strategy-proof and efficient in all settings. We only
need to prove that HETERO is individually rational and non-deficit
given redistribution monotonicity.

Individual rationality: As discussed in Subsection 1.1, individ-
ual rationality is equivalent to redistributions being nonnegative.
We recall that for multi-unit auctions with unit demand, under WCO,
agenti’s redistribution equals

r(θ−i) =

n−1
∑

j=m+1

c∗j [θ−i]j

WCO is known to be individually rational. That is, for allθ−i,

n−1
∑

j=m+1

c∗j [θ−i]j ≥ 0

This is equivalent to for allx0 ≥ . . . ≥ xn−m−2 ≥ 0,

n−1
∑

j=m+1

c∗jxj−m−1 ≥ 0 (2)

Under HETERO, agenti’s redistribution equals

1

m

n−1
∑

j=m+1

c∗jR(θ−i, j −m− 1) (3)

Redistribution monotonicity implies that

R(θ−i, 0) ≥ R(θ−i, 1) ≥ . . . ≥ R(θ−i, n−m− 2) ≥ 0 (4)

Based on (2) and (4) (substitutingR(θ−i, j) for xj for all j), we
have that (3) is nonnegative. Therefore, redistribution monotonicity
implies individual rationality.

Non-deficit and worst-case optimality:For multi-unit auctions
with unit demand, under WCO, the total VCG payment ismθm+1.
The total redistribution is

n
∑

i=1

n−1
∑

j=m+1

c∗j [θ−i]j =

n−1
∑

j=m+1

c∗j

n
∑

i=1

[θ−i]j

=

n−1
∑

j=m+1

c∗j (jθj+1 + (n− j)θj)

WCO is known to be non-deficit and have worst-case redistribu-
tion fractionα∗. That is, for allθm+1 ≥ . . . ≥ θn ≥ 0,

α∗mθm+1 ≤
n−1
∑

j=m+1

c∗j (jθj+1 + (n− j)θj) ≤ mθm+1



That is, for allx0 ≥ x1 ≥ . . . ≥ xn−m−1 ≥ 0,

α∗mx0 ≤
n−1
∑

j=m+1

c∗j (jxj−m + (n− j)xj−m−1) ≤ mx0 (5)

Under HETERO, the total redistribution is

1

m

n
∑

i=1

n−1
∑

j=m+1

c∗jR(θ−i, j −m− 1)

=
1

m

n−1
∑

j=m+1

c∗j (jR(~θ, j −m) + (n− j)R(~θ, j −m− 1)) (6)

The total VCG payment equalsV CG(~θ) = R(~θ, 0).
Redistribution monotonicity implies that

R(~θ, 0) ≥ R(~θ, 1) ≥ . . . ≥ R(~θ, n−m− 1) ≥ 0 (7)

Given (5) and (7) (substitutingR(~θ, j) for xj for all j), we have
that (6) is betweenα∗ times the total VCG payment and the total
VCG payment. Therefore, redistribution monotonicity implies the
non-deficit property and also worst-case optimality.

In the remaining of this section, we prove that heterogeneous-
item auctions with unit demand satisfies redistribution monotonic-
ity, which would then imply that HETERO is feasible and worst-
case optimal for heterogeneous-item auctions with unit demand.

We defineRj(S, i) by modifying the definition ofR(S, i) in
Definition 1.

• Rj(S, 0) = V CGj(S). V CGj(S) is the VCG price of item
j (the VCG payment from the agent winning itemj) when
we allocate all the items to the agents inS using VCG.

• For i = 1, . . . , |S| −m− 1, Rj(S, i) equals

1

m+ i

(

∑

a∈S

Rj(S − a, i− 1)− (|S| −m− i)Rj(S, i− 1)

)

.

PROPOSITION 3. For any set of agentsS, for i = 0, . . . , |S| −
m− 1, we have

m
∑

j=1

Rj(S, i) = R(S, i)

PROOF. We prove by induction. Wheni = 0, by definition, for
anyS,

m
∑

j=1

Rj(S, 0) = R(S, 0)

Now let us assume that for0 ≤ k < |S| −m− 1,

m
∑

j=1

Rj(S, k) = R(S, k)

We have that
m
∑

j=1

Rj(S, k + 1)

=
m
∑

j=1

1

m+ k + 1
(
∑

a∈S

Rj(S−a, k)−(|S|−m−k−1)Rj(S, k))

=
1

m+ k + 1
(
∑

a∈S

R(S − a, k)− (|S| −m− k − 1)R(S, k))

= R(S, k + 1)

We want to prove that for heterogeneous-item auctions with unit
demand, the following redistribution monotonicity condition holds.

R(S, 0) ≥ R(S, 1) ≥ . . . ≥ R(S, |S| −m− 1) ≥ 0

By Proposition 3, it suffices to prove that for allj,

Rj(S, 0) ≥ Rj(S, 1) ≥ . . . ≥ Rj(S, |S| −m− 1) ≥ 0.

Without loss of generality, we will prove

R1(S, 0) ≥ R1(S, 1) ≥ . . . ≥ R1(S, |S| −m− 1) ≥ 0.

To prove the above inequality, we need the following definitions
and propositions.From now on to the end of this section, the setting
by default is heterogeneous-item auctions with unit demand, unless
specified.

We useE(T, S) to denote the efficient total valuation when we
allocate all the items inT to the agents inS.

PROPOSITION 4. Submodularity in both items and agents [14]:
For anyT1, T2, S, we have

E(T1, S) + E(T2, S) ≥ E(T1 ∪ T2, S) + E(T1 ∩ T2, S).

For anyT, S1, S2, we have

E(T, S1) + E(T, S2) ≥ E(T, S1 ∪ S2) + E(T, S2 ∩ S2).

[14] showed that the proposition is true when gross substitutes
condition holds. Heterogeneous-item auctions with unit demand
satisfies gross substitutes.

We use{1} ⊕ {1, . . . ,m} to denote the item set that contains
not only item1 to m, but also an additional duplicate of item1.

PROPOSITION 5. LetS be any set of agents. Leta be the agent
who wins item1 when we allocate the items{1, . . . ,m} to the
agents inS. We have thatE({1}⊕{1, . . . ,m}, S) = E({1}, a)+
E({1, . . . ,m}, S − a). That is, after we add an additional dupli-
cate of item1 to the auction, there exists an efficient allocation
under which agenta still wins item1.

The above proposition was proved in [11].

PROPOSITION 6. For any set of agentsS, for anya ∈ S, we
haveV CG1(S) ≥ V CG1(S − a). That is, the VCG price of item
1 is nondecreasing as the set of agents expands.

PROOF. Let w1 be the winner of item1 when we allocate the
items {1, . . . ,m} to the agents inS using VCG.V CG1(S) =
E({1, . . . ,m}, S − w1) − E({2, . . . ,m}, S − w1). a could be
eitherw1 or some other agent. We discuss case by case.

Casea = w1: Let w′
1 be the new winner of item1 when we

allocate the items{1, . . . ,m} to the agents inS −w1 using VCG.
V CG1(S−w1) = E({1, . . . ,m}, S−w1−w′

1)−E({2, . . . ,m},
S − w1 − w′

1). We need to prove thatE({1, . . . ,m}, S − w1)−
E({2, . . . ,m}, S − w1) ≥ E({1, . . . ,m}, S − w1 − w′

1)
−E({2, . . . ,m}, S −w1 −w′

1). We construct a new agentx. Let
x’s valuation for item1 be extremely high so that she wins item
1. The above inequality can be rewritten asE({1, . . . ,m}, S −
w1)−E({2, . . . ,m}, S−w1)−E({1}, x) ≥ E({1, . . . ,m}, S−
w1 − w′

1) − E({2, . . . ,m}, S − w1 − w′
1) − E({1}, x). This



is, E({1, . . . ,m}, S − w1) − E({1, . . . ,m}, S − w1 + x) ≥
E({1, . . . ,m}, S − w1 − w′

1)− E({1, . . . ,m}, S − w1 − w′
1 +

x). We rearrange the terms, and getE({1, . . . ,m}, S − w1) +
E({1, . . . ,m}, S − w1 − w′

1 + x) ≥ E({1, . . . ,m}, S − w1 +
x)+E({1, . . . ,m}, S−w1 −w′

1). This inequality can be proved
based on Proposition 4.

Casea 6= w1: Let w′
1 be the new winner of item1 when we al-

locate all the items{1, . . . ,m} to the agents inS − a using VCG.
V CG1(S−a) = E({1, . . . ,m}, S−a−w′

1)−E({2, . . . ,m}, S−
a− w′

1). We need to prove thatE({1, . . . ,m}, S − w1)
− E({2, . . . ,m}, S − w1) ≥ E({1, . . . ,m}, S − a − w′

1) −
E({2, . . . ,m}, S−a−w′

1). That is, we need to proveE({1, . . . ,m},
S−w1)−E({2, . . . ,m}, S−w1)−E({1}, w1)−E({1}, w′

1) ≥
E({1, . . . ,m}, S − a − w′

1) − E({2, . . . ,m}, S − a − w′
1) −

E({1}, w1) − E({1}, w′
1). We simplify and rearrange terms, and

getE({1, . . . ,m}, S−w1)+E({1, . . . ,m}, S−a)+E({1}, w1) ≥
E({1, . . . ,m}, S) +E({1, . . . ,m}, S − a−w′

1) +E({1}, w′
1).

Proposition 4 says thatE({1, . . . ,m}, S−a)+E({1, . . . ,m}, S−
w′

1) ≥ E({1, . . . ,m}, S−a−w′
1)+E({1, . . . ,m}, S). So it suf-

fices to proveE({1, . . . ,m}, S−w1)+E({1}, w1) ≥ E({1, . . . ,m},
S − w′

1) + E({1}, w′
1). By Proposition 5, the left-hand side is

E({1} ⊕ {1, . . . ,m}, S). The right-hand side is at most this.

PROPOSITION 7. Winners still win after we remove some other
agents [4, 6]:4 For any set of agentsS and any set of itemsT , we
useW to denote the set of winners when we allocate the items in
T to the agents inS using VCG. After we remove some agents in
S, those inW that have not been removed remain to be winners,
provided that a consistent tie-breaking rule exists.

It should be noted that there may not exist a consistent tie-breaking
rule that satisfies the above proposition. Fortunately, we are able to
prove that tie-breaking is irrelevant for the goal of proving redistri-
bution monotonicity.

We say that a type profile istie-free if it satisfies the following:
Let T1 = {1} ⊕ {1, . . . ,m}. Let T2 = {1, . . . ,m}. Basically,
T1 andT2 are the only item sets that we will ever mention. A type
profile is tie-free if for any set of agentsS, when we allocate the
items inT1 (or T2) to S, the set of VCG winners is unique. If
we only consider tie-free type profiles, then we do not need to be
bothered by tie-breaking. We notice that the set of tie-free type
profiles is adensesubset of the set of all type profiles – any type
profile can be perturbed infinitesimally to become a tie-free type
profile.

Our ultimate goal is to prove that for any set of agentsS,

R(S, 0) ≥ R(S, 1) ≥ . . . ≥ R(S, |S| −m− 1) ≥ 0

We notice that theR(S, j) are continuous in the agents’ types.
Therefore, it suffices to prove the above inequality for tie-free type
profiles only.

From now on, we simply assume that the set of VCG winners is
always unique.

Definition 3. For any set of agentsS with |S| ≥ m+1, letD(S)
be the set ofm + 1 winners when we allocate{1} ⊕ {1, . . . ,m}
to the agents inS. D(S) is called thedetermination setof S.

PROPOSITION 8. For any set of agentsS and anya ∈ S −
D(S), we haveV CG1(S) = V CG1(S−a) andD(S) = D(S−
a).

The above proposition says that for the purpose of calculating
item1’s VCG price, only those agents inD(S) are relevant.
4The proposition was originally introduced in [4]. A more rigorous
proof of a more general claim was also given in [6].

PROOF. D(S) is the set of VCG winners when we allocate{1}⊕
{1, . . . ,m} to the agents inS. By Proposition 7, after removing
a ∈ S − D(S), every agent inD(S) should still win. That is,
D(S − a) = D(S).

Let w1 be the winner of item1 when we allocate{1, . . . ,m}
to the agents inS. V CG1(S) = E({1, . . . ,m}, S − w1) −
E({2, . . . ,m}, S−w1) = E({1, . . . ,m}, S−w1)+E({1}, w1)−
E({1, . . . ,m}, S) = E({1}⊕{1, . . . ,m}, S)−E({1, . . . ,m}, S)
(the last step is due to Proposition 5). The first term only depends
on those inD(S). The second term also only depends on those in
D(S) for the following reason: LetS′ be the set of VCG winners
when we allocate{1, . . . ,m} to the agents inS. The second term
only depends on those inS′. We introduce an agentx whose val-
uation for item1 is extremely high so that she wins item1. When
we allocate{1} ⊕ {1, . . . ,m} to the agents inS + x, the set of
VCG winners are thenx+ S′. D(S) are the new set of VCG win-
ners after we removex. By Proposition 7, those inS′ must still
remain inD(S). Overall,V CG1(S) only depends on those agents
in D(S). Similarly, V CG1(S − a) only depends on those agents
in D(S − a). Fora ∈ S −D(S), D(S) = D(S − a). Therefore,
we must haveV CG1(S) = V CG1(S − a).

Definition 4. Let S be any set of agents. Letk be any integer
from 1 to |S|. Let a1 ≺ a2 ≺ . . . ≺ ak be a sequence ofk distinct
agents inS. We say thesek agents form awinner sequence with
respect toS if

a1 ∈ D(S); a2 ∈ D(S − a1); a3 ∈ D(S − a1 − a2);

. . . ; ak ∈ D(S − a1 − . . .− ak−1).

Let S′ be a subset ofS of sizek. We say thatS′ forms a winner
sequence with respect toS if there exists an ordering of the agents
in S′ that forms a winner sequence with respect toS. WhenS′

forms a winner sequence with respect toS, we callS′ a size-|S′|
winner sequence setwith respect toS.

Let H(S′, S) = 1 if S′ forms a winner sequence with respect
to S, and letH(S′, S) = 0 otherwise. For presentation purpose,
we say that the empty set forms a winner sequence (of size0) with
respect to any setS. That is,H(∅, S) = 1.

Now we are ready to prove that heterogeneous-item auctions
with unit demand satisfies redistribution monotonicity. We recall
that it suffices to prove that for any set of agentsS,

R1(S, 0) ≥ R1(S, 1) ≥ . . . ≥ R1(S, |S| −m− 1) ≥ 0.

Here,R1(S, 0) = V CG1(S), and fori = 1, . . . , |S| −m − 1,
R1(S, i) equals

1

m+ i

(

∑

a∈S

R1(S − a, i− 1)− (|S| −m− i)R1(S, i− 1)

)

.

PROPOSITION 9. For any set of agentsS, R1(S, k) equals

1
(

m+k

m

)

∑

S′⊂S
|S′|=k

H(S′,S)=1

V CG1(S − S′).

We have that

|{S′|S′ ⊂ S; |S′| = k;H(S′, S) = 1}| =

(

m+ k

m

)

.

That is,R1(S, k) is the average ofV CG1(S − S′) for all S′ that
is a size-k winner sequence set with respect toS. For any set of



agentsS (it should be noted that forR1(S, k) to be well-defined,
we need|S| ≥ k + m + 1), the total number of size-k winner
sequence sets with respect toS is

(

m+k

m

)

.

The following lemmas are needed for the proof of the above
proposition. All these lemmas are implications of “winners still
win after we remove some other agents”. The proofs are omitted
due to space constraints.

LEMMA 1. LetS be any set of agents. LetS′ be a subset ofS
that forms a winner sequence with respect toS. Leta be an arbi-
trary agent inS − S′. Then,S′ must also form a winner sequence
with respect toS − a.

LEMMA 2. Let S be any set of agents. Leta be an agent in
S. LetS′ be a subset ofS − a that forms a winner sequence with
respect toS − a. If we have thata /∈ D(S − S′), thenS′ also
forms a winner sequence with respect toS.

LEMMA 3. Let S be any set of agents. Leta be an agent in
S. LetS′ be a subset ofS − a that forms a winner sequence with
respect toS−a. We have that ifa ∈ D(S−S′), thenS′+a forms
a (longer) winner sequence with respect toS.

LEMMA 4. LetS be any set of agents. LetS′ + a be a subset
of S that forms a winner sequence with respect toS. We must
have thatS′ forms a winner sequence with respect toS − a and
a ∈ D(S − S′).

Now we are ready to prove the proposition.

PROOF. We prove by induction.
Initial step: We haveR1(S, 0) = V CG1(S). Whenk = 0,

1
(

m

m

)

∑

S′⊂S
|S′|=0

H(S′,S)=1

V CG1(S − S′) = V CG1(S − ∅) = V CG1(S)

Also, whenk = 0,

|{S′|S′ ⊂ S; |S′| = 0;H(S′, S) = 1}| = |{∅}| = 1 =

(

m+ 0

m

)

Induction assumption:We assume that fork ≥ 0, for anyS
(|S| ≥ k +m+ 1), we have

R1(S, k) =
1

(

m+k

m

)

∑

S′⊂S
|S′|=k

H(S′,S)=1

V CG1(S − S′)

Also, |{S′|S′ ⊂ S; |S′| = k;H(S′, S) = 1}| =
(

m+k

m

)

.
We need to prove that the results hold fork + 1. That is, for any

S (|S| ≥ k +m+ 2),

R1(S, k + 1) =
1

(

m+k+1
m

)

∑

S′⊂S
|S′|=k+1

H(S′,S)=1

V CG1(S − S′)

and|{S′|S′ ⊂ S; |S′| = k + 1;H(S′, S) = 1}| =
(

m+k+1
m

)

.
Induction proof:By definition,R1(S, k + 1) equals

1

m+ k + 1

(

∑

a∈S

R1(S − a, k)− (|S| −m− k − 1)R1(S, k)

)

(8)

Now let us analyze the expression
∑

a∈S
R1(S − a, k). By in-

duction assumption, it can be rewritten as

1
(

m+k

m

)

∑

a∈S

∑

S′⊂S−a

|S′|=k

H(S′,S−a)=1

V CG1(S − a− S′).

By induction assumption, the above expression is the sum of
|S|
(

m+k

m

)

terms. Each term corresponds to one choice ofa among
S and one choice ofS′ amongS − a. We divide these|S|

(

m+k

m

)

terms into two groups:
Group A, terms witha /∈ D(S − S′): By Lemma 2,S′ must

also form a winner sequence with respect toS. That is, there are
at most

(

m+k

k

)

choices ofS′. For each choice ofS′, there are at
most |S − S′ − D(S − S′)| = |S| − k − m − 1 choices ofa.
Overall, there are at most

(

m+k

k

)

(|S|−k−m− 1) terms in Group
A. On the other hand, for anyS′ that forms a winner sequence with
respect toS, S′ must also form a winner sequence with respect to
S − a by Lemma 1. For anya /∈ D(S − S′), there must be a
term in Group A that is characterized bya andS′. That is, there
are at least

(

m+k

k

)

(|S| − k − m − 1) terms in Group A. Hence,
there are exactly

(

m+k

k

)

(|S|−k−m−1) terms in Group A. Since
a /∈ D(S−S′), we have thatV CG1(S−a−S′) = V CG1(S−S′)
by Proposition 8. Therefore, the sum of all the terms in Group A
equals

1
(

m+k

m

) (|S| − k −m− 1)
∑

S′⊂S
|S′|=k

H(S′,S)=1

V CG1(S − S′)

This is exactly|S| − k −m− 1 timesR1(S, k).
Group B, terms witha ∈ D(S−S′): There are exactly|S|

(

m+k

m

)

−

(|S|−k−m−1)
(

m+k

m

)

= (k+m+1)
(

m+k

m

)

= (k+m+1)!(k+1)
m!(k+1)!

=

(k + 1)
(

m+k+1
m

)

terms in Group B. LetX be the set of all size-
(k + 1) winner sequence sets with respect toS. According to
Lemma 3 and Lemma 4, every term in Group B must corresponds
to an element inX, and every element inX must correspond to ex-
actlyk+1 terms in Group B (e.g.,a size-(k+1) winner sequence
setY = {x1, . . . , xk+1} corresponds to the followingk+1 terms:
a = xi andS′ = Y − xi for all i). Therefore, the total number of
elements inX must be

(

m+k+1
m

)

.
The sum of the terms in Group B equals

k + 1
(

m+k

m

)

∑

S′⊂S
|S′|=k+1

H(S′,S)=1

V CG1(S − S′)

Equation 8 can then be simplified as

1

m+ k + 1

(

∑

a∈S

R1(S − a, k)− (|S| −m− k − 1)R1(S, k)

)

=
1

m+ k + 1















k + 1
(

m+k

m

)

∑

S′⊂S
|S′|=k+1

H(S′,S)=1

V CG1(S − S′)

















=
1

(

m+k+1
m

)

∑

S′⊂S
|S′|=k+1

H(S′,S)=1

V CG1(S − S′)

Proposition 9 implies that functionR1 is always nonnegative.
We still need to prove that

R1(S, 0) ≥ R1(S, 1) ≥ . . . ≥ R1(S, |S| −m− 1).

Due to space constraint, we only present an outline of the proof
of R1(S, 3) ≥ R1(S, 4), which highlights the main idea behind
the full proof.

PROPOSITION 10. R1(S, 3) ≥ R1(S, 4) for anyS. (We need
4 ≤ |S| −m− 1 for R1(S, 4) to be well-defined.)

Proof sketch:By definition,R1(S, 4) = 1
m+4

(
∑

a∈S
R1(S −

a, 3)−(|S|−m−4)R1(S, 3)). To prove thatR1(S, 4) ≤ R1(S, 3),
it suffices to prove thatR1(S, 3) ≥ R1(S − a, 3) for anya ∈ S.

Let a be an arbitrary agent inS. According to Proposition 9, we
need to prove
∑

S′⊂S
|S′|=3

H(S′,S)=1

V CG1(S − S′) ≥
∑

S′⊂S−a

|S′|=3

H(S′,S−a)=1

V CG1(S − a− S′).

The proof is outlined as follows:

• On both sides of the inequality, there are
(

m+3
m

)

terms (Propo-
sition 9). Every term is characterized by a size-3 winner se-
quence setS′.

• For every term on the right-hand side, we map it to a corre-
sponding term on the left-hand side. The corresponding term
on the left-hand side is larger or the same.

• We prove that the mapping is injective. That is, different
terms on the right-hand side are mapped to different terms
on the left-hand side.

• Therefore, the left-hand side must be greater than or equal to
the right-hand side.

4. CONCLUSION
We conclude our paper with the following conjecture:

CONJECTURE 1. Gross substitutes implies redistribution mono-
tonicity. That is, HETERO remains feasible and worst-case optimal
in combinatorial auctions with gross substitutes.

The idea is that both multi-unit auctions with nonincreasing marginal
values and heterogeneous-item auctions with unit demand satisfy
redistribution monotonicity. A natural conjecture is that the “most
restrictive joint” of these two settings also satisfies redistribution
monotonicity. There are many well-studied auction settings that
contain both multi-unit auctions with nonincreasing marginal val-
ues and heterogeneous-item auctions with unit demand (a list of
which can be found in [10]). Among these well-studied settings,
combinatorial auctions with gross substitutes is the most restric-
tive. To prove the conjecture, we need to prove that gross substi-
tutes implies that for any set of agentsS, R(S, 0) ≥ R(S, 1) ≥
. . . ≥ R(S, |S| − m − 1) ≥ 0. So far, we have only proved
R(S, 0) ≥ R(S, 1) ≥ 0.
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APPENDIX
PROPOSITION 11. LetM be a feasible VCG redistribution mech-

anism that is possibly not anonymous. LetαM be the worst-case re-
distribution fraction ofM . If the agents’ type spaces are identical,
then there exists an anonymous feasible VCG redistribution mech-
anism, whose worst-case redistribution fraction is at leastαM .

Proof sketch:M can be anonymized using the technique de-
scribed in Section3 of [1]. The resulting mechanism is anonymous,
feasible, and its worst-case redistribution fraction is at leastαM .


