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ABSTRACT

The analysis of images taken from cultural heritage atsfécan
emerging area of research in the field of information reslie€ur-
rent methodologies are focused on the analysis of digitaggs of
paintings for the tasks of forgery detection and style redomn.
In this paper, we introduce a graph-based method for theratio
annotation and retrieval of digital images of art printsci$method
can help art historians analyze printed art works using aotated
database of digital images of art prints. The main challdiege
in the fact that art prints generally have limited visualoimha-
tion. The results show that our approach produces betteaitses
in a weakly annotated database of art prints in terms of atioot
and retrieval performance compared to state-of-the-gutagzhes
based on bag of visual words.

H.3.3Information storage and retrievallnformation skaaad re-
trieval|Retrieval models 1.4.8Image Processing and Caoenpd-
sionScene Analysis|Object Recognition G.3Probability Statis-
ticsProbabilistic Algorithms

General Terms
Algorithms, Measurement, Experimentation

Keywords
Content-based image retrieval and annotation, Art imagetan
tion and retrieval, Graph-based Learning methods

1. INTRODUCTION

The analysis of digital images taken from artistic produasi is
a emerging field of research in the areas of information et
computer vision, digital image analysis and machine |leayni here
are several applications being developed in this area, asickhe
system designed by Google to identify paintings [1]; théstct
identification methodologies designed to classify Van Gogtush
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Figure 1: Examples of how art printimages (left) are alteredin
the process of becoming a tile panel (right).

strokes [27]; the model to classify brushstrokes [48]; dmal dp-
proach to discover, recover, represent and understanarautter-
itage artifacts [21]. Therefore, the techniques develdpéiis area
will be an essential tool for systems designed to help atbhians
in the task of analyzing art production.

The analysis of digital images of prints is particularly ionfant
for art historians because printmaking methods have been-in
sively used over the last five centuries with the goal of b
ing paintings produced by artists from all over the world. isTh
intense use of printmaking techniques is associated wihthb
fast and cheap production of paper and advancements inigraph
cal arts, which started in the X¥ century. As a result, prints of
artistic paintings have reached a vastly superior numbgeople
compared to the original paintings. Consequently it is tvarider-
standing the importance of art prints in art history sinaythave
influenced and served as a source of inspiration for genesatf
artists. Therefore, the proper classification, retrieval annota-
tion of art prints constitute an important activity for aistorians
to understand the art produced in the last five centuries.

The influence of prints on visual arts can be evidenced inraéve
artistic productions, such as the influence of Japaneseiats pn
impressionist artists in the X% century [3]. More relevant to our
work is the influence of prints on artistic tile painters irrfdgal [9,
12], as evidenced by the large number of panels found in Qlegrc
public buildings and palaces. In the context of artistie phnels,



a) photographic image b) painting ¢) art print

Figure 2: Loss of visual information from the photographic im-
age in (a), to the painting in (b), to the art printin (c).

Annotation

Theme: Annunciation
Subjects: Mary
/ Gabriel
dove
lilly
vase
wing
angels floating in the air

Figure 3: Example of the manual annotation of an art print
image produced by an art historian.

the analysis of digital images of prints is extremely impattfor
understanding how the Portuguese tile panel artists wéteirced
by such prints, which has the potential to furnish relevafdrima-
tion to art historians in Portugal. It is important to mentibat art
prints were generally used as references to produce thésphoe
the artists often produced an impression of the print (het,an
exact copy of it - see Fig. 1). For this reason, the task ofadisc
ering the influence of one or several prints in the compasitb
a tile panel requires an expert with a specialized visualiedge
of the current databases of prints together with peculidlitiab
in relating the tile composition with the prints. Therefoeam au-
tomatic system that can retrieve a set of print images rtlatea
given artistic work can can be useful for art historians.

Compared to photographic digital images and paintingsprant
images loses important visual information [11]. For exampig. 2
shows three images of the therttee Crucifixion of Jesus Christ
which displays a large sensorial gap [40] between the phapbgc,
painting and art printimages. Notice how the low level imfiation
(texture, color, depth, etc.) is lost moving from the phoagpdic
image to the art print image. This loss of visual informatien
duces the effectiveness of current image analysis techsjquhich
usually work with photographic digital images [14]. Art ig&
analysis methodologies can also be used for art prints [A2 b2t
the great majority of these techniques have been develapdted
analysis of digitized images of paintings, which contagher vi-
sual information than prints. However, note that Li and W2]
have developed a system that analyzes ancient Chineséngaint
which are similar to art prints.

In this work, we present a new method for the analysis of antgr

The first goal of the work is to automatically produce globa a
notations to previously unseen test images using a statistiodel
whose parameters are estimated using a database of maanuadty
tated training images. The second goal is to retrieve umiated
images given specific visual classes using the statisticaeide-
scribed above. The art print images in this database aré¢raoresd

in the following ways: 1) they were created between the aégu
XV and XVII, and 2) they are of religious themes. These con-
straints are relevant for discovering the influences sedfdy artis-
tic tile panel painters, which is the long-term goal of thisjpct.
The manual annotation (Fig. 3) has been produced by artizisg
who identified the image theme and the relevant subjectepras
the print (weak annotation without relation between sutisjemd
image regions). The method proposed in this paper followplgr
based learning algorithms, which have the assumption lieatit
sually similar images are likely to share the same annatafi0].
Note that this assumption is important to uncover the aferem
tioned influence of art prints over other artistic produstidand
also over other art prints). Specifically, we explore théofaing
graph-based algorithms [6, 35, 50]: label propagation 83,34,
46], random walk [11], stationary solution using a stocitasta-
trix [30], and combinatorial harmonic [19]. We adapt eaclthafse
techniques to a bag of visual words (BOV) approach, and we com
pare their performance with BOV approaches that use thewell
ing classifiers: support vector machines (SVM) [45], andican
forests (RF) [7]. Note that BOV approaches with these tws-cla
sifiers can be regarded as the state-of-the-art methodsnfage
retrieval and annotation. The experimental setup usesabalse
of art prints (which will soon be available for the infornaire-
trieval and computer vision communities) containing 30ages
and 22 labels, where one label represents a multi-clasdegonob
with 7 classes, and the other labels represent binary prabl&he
results show that graph-based methods produce bettetséisah
BOV models (using SVM and RF classifiers) in terms of retdieva
and annotation performance.

This paper is organized as follows. Section 2 introducesveegit
works in photographic and art image retrieval, and grapgeda
learning. Section 3 describes the proposed methodologile wh
Sec. 4 outlines the implementation of our approach. Theréxpe
ments are presented in Sec. 5, and the paper is concluded.if.Se

2. LITERATURE REVIEW

In this section, we provide a brief review of papers in theaare
of photographic and art image retrieval and annotation. & a
review a few relevant graph-based learning methods.

Currently in photographic image retrieval and annotattbe,most
successful methods [15] are based on the the bag of visuaswor
representation [13] combined with SVM [45] or multiple kefn
learning (MKL) classifiers [41]. This methodology is effiet
when the number of visual classes is relatively small (fasténing
and inference procedures) and the number of training impges
class is relatively large (better generalization). Anottenstraint

of this methodology is that the introduction of new imaged aew
labels require a full (re-)training of relevant classifietdnfortu-
nately, both constraints are too restrictive for our caserathe
number of visual classes can be large (with a limited numlber o
training images per class), and the introduction of new iesaand
labels to the database can happen frequently. In photoigraph
age analysis, there is a trend to get around the problem dfige
number of visual classes with the use of machine learnindrmet
ods that finds a sub-space of smaller dimensionality forsifiaa-
tion [23]. However, the dynamic nature of our problem, wheses



classes are regularly introduced into the training dawbissstill
an issue in this area of research.

The area of art image retrieval has attracted the attentiae-o
searchers in the fields of computer vision and machine legi@i7,
33, 42]. The main focus of the papers is on the artistic ifieati
tion problem, where the goal is to classify original and faként-
ings of a given artist [4, 32, 39] or to produce stylistic ysig
of paintings [20, 24, 25]. Most of the methods above can be re-
garded as adaptations from the content-based image edtsigs-
tems [14], where the emphasis is placed on the characienzaft
brush strokes using texture or color. The ancient Chineg&-pa
ing classification studied by Li and Wang [29] is more simiiar
ours in the sense that they deal with the multi-class classifin
of painting styles. Finally, the work on the automatic brushk
annotation by Yelizaveta et al. [48] is also similar to ouigeg
that the authors are dealing with multi-class classificatibbrush
strokes. Different from the papers above, our method addsasot
only a multi-class, but also a multi-label problem [16].

Graph-based learning has been thoroughly studied by theniaf
tion retrieval community to rank web pages on the World Wide
Web [6, 8, 35]. Essentially, a graph is built where verte>ase-
sent web pages and the edge weights are denoted by the egisten
of hyper-links. Analysis algorithms based on random watkhis
graph have been designed to rank the vertexes (i.e., wels)iage
terms of their importance in this network. These graph-thaseh-
nigues have received considerable attention by the madbane-

ing community for the problem of semi-supervised learnisg][
The random walk algorithm has also been studied in the damain
of unsupervised image segmentation [19] and multi-claassdi-
cation [43]. Finally, random walk algorithms have also besn
plored in the area of image retrieval [11, 18, 22, 26, 28, 3048],
where the main advantages of such approaches are: 1) tlity abil
to use visual and non-visual cues in the random walk proegdur
2) the potential to extend the method to large-scale da¢sband

3) the relatively facility to adapt the method to dynamichdems,
where new images and labels are continuously introducect!iet
database.

3. METHODOLOGY

Assume that a training set of annotated images is availahtjs
represented as followsD = {(I;,xi,y:)}i=1..~ With x; repre-
senting the feature vector of imade andy; denoting the anno-
tation of that image. An annotated test set is also availabtkis
represented by = {(I;,%,¥:)}i=1..p, but note that the anno-
tation in the test set is used only for the purpose of metlaagol
evaluation. Each annotatignrepresentd, multi-class and binary
problems, soy = [y1,...,yz] € {0,1}, where each problem
is denoted byy; € {0,1}/¥! (with |y;| denoting the dimension-
ality of y;, where binary problems hayg;| = 1, and multi-class
problems havey;| > 1 and|y;||1 = 1), and M represents the
dimensionality of the annotation vector (i.@le ly:| = M). In
summary, binary problems involve an annotation that indc¢he
presence or absence of a class, while multi-class annotaiards
problems that one (and only one) of the possible classegsept.

Following the notation introduced by Estrada et al. [17]ovap-
plied random walk algorithms for the problem of image desim,
let us define a random walk sequencé ateps as

Trk = [(X(r1), Y(r,1)), -0 (X(rk)» Y (rk))]» Where eachk,. ;) be-
longs to the training se®, andr indexes a specific random walk.
Our goal is to estimate the probability of annotatiprfor a test

imagex, as follows [43]:

In (1), Zr is a normalization factop(y|x(. k) = 6(¥ — ¥ (r))
(with §(.) being the Dirac delta function, which means that this
term is one whery = y 1)), the exponen% means that steps
taken at later stages of the random walk have higher weight,

P(Trk]|X) =p([(X(r,1), Y (1)) s (X(rk) > Y (k)] 1K)

k
= [[p(x(p|X(rjm1), DPY (ry) Y (ri—1) ()
j=2

(X 1) [X)P(y(r1))

with the derivation made assuming a Markov process and hieat t
training labels and features are independent given thentesge,
p(y(r,]}dy(r,jfl)) = Sy (y(r,j) ) y(r,jfl)) with Sy (y(r,j) 5 y(r,jfl)) =
27 Lome1 Am X Y(r.g) (M) X ¥ (rj-1)(m) (Am is the weight as-
sociated with the labef(m) € {0,1} and Z, is a normalization

factor),p(y(r.,l)) = %, andp(x(r.,j)|x<m,1)7)~c) andp(X(nl)li)
are defined in Sec. 4.2.

We propose the use of class mass normalization [51] to daterm
the annotation of imagg. The class mass normalization takes into
consideration the probability of a class annotation andbtiopor-
tion of samples annotated with that class in the trainingSpécif-
ically, we have

y= Zyz ) x max(p(yi(m)|X) — p(y(m)),0) :
m=1..M
®)
wherep(y(m)) = + SN yi(m) (m indicates then'™ dimen-

sion of label vectoy). The use of class mass normalization makes
the annotation process more robust to imbalances in theirtgai
set with respect to the number of training images per vislaisc
Notice thaty in (3) represents the confidence that the image repre-
sented by is annotated with the labef&(m) for m = {1,.., M }.
Finally, we further procesg for multi-class problems as follows:

vie{1,.., L}, with|y| > 1
min(|y;/ max(y;)],1), if max(¥;) > 0.5 , (4)
{ {0}l otherwise
and for binary problems we define:
vie{l,.., L} with|y| =1
1,5 >05. (5)

i = {0, otherwise

As a result, the final annotation for images represented by™* =
i, yil.

The retrieval problem is defined as the most relevant imagered
from the database of testimagggiven them'" visual class/(m)

form e {1,..., M}, asin:
Xy(m) = maxp(Xly(m)), )
wherep(x|y(m)) = p(y(m)[x)p(x)/p(y(m)) with p(x) = constant

andp(y(m)) defined in (3). Furthermores(y(m)|x) is defined
as in (1) replacing the last term by (m)|x (k) = 6(y(m) —

Y (M) (rk))-



4. IMPLEMENTATION

In this section we provide the details of the data set usednthge
representation based on bags of visual words, and the inepiiam
tion of the following algorithms: label propagation, randevalk,
stationary solution, and combinatorial harmonic.

4.1 Data Set

The data set consists of 307 annotated images with one ohasis-
problem (theme with seven classes) and 21 binary probleegs (s
Fig. 5). All images have been collected from the Artstor w@igi
image library [2], and annotated by art historians (Fig. 8vehan
example of a manual annotation). For the experiments inSece
run a 10-fold cross validation in order to show the resuits] #or
each run, divide the data set into a trainingBetvith 276 images
(90% of the data set) and a test $Etwith 31 images 10% of the
data set).

4.2 Image Representation

The images are represented with the bag of visual words nfibgle!
where each visual word is formed using a collection of scaie i
variant feature transform (SIFT) local descriptors [31heTvisual
vocabulary is built using the vocabulary tree proposed bstéi
and Stewénius [36]. The SIFT descriptor consists of a featur
transform applied to an image patch, which extracts a hiatog
of gradient orientations weighted by the gradient magmisudin
this work, the image patch location (in the image) and sqadéch
size) are randomly determined [37], and we generate 100fides
tors per image. Then, the vocabulary is built by gatherirgda-
scriptors from all images and running a hierarchical clusteal-
gorithm with three levels, where each node in the hierardy h
10 descendants (this hierarchy is a directed tree, where rezae
has at most 10 edges) [36]. This results in a directed trele wit
1+ 10 + 100 4+ 1000 = 1111 vertexes, and the image feature
is formed by using each descriptor of the image to traverse th
tree and record the path (note that each descriptor gesexrgtath
with 4 vertexes). The histogram of visited vertexes is wiidhy
the node entropy (i.e., vertexes that are visited more o#eaive
smaller weights). As a result, an images represented by the
histogramx € R,

The probability of the transition of feature vectay,. ;) givenx,. ;_1)
andx of (2) is then defined as:

@)

PX(r) X (ri—1),X) = 82 (X(r.3), X(r,j-1) )82 (X(r, ), X),
and the transition probability between two feature veci®rs

p(x(r,1)|§) = SI(X(T,1)7§)7 (8)
1111l

with sz (xi,x;) = z- >, min(zi(d), z;(d)) whereZ, is a
normalization factor. Consequently, we can define the \atig
adjacency matrix to be used in the graph-based algorithiiog/be

W(Jv 7‘) = Sy(yiv}’J') X Sz(Xi,X]‘) X SCE(vai)v 9)

with W (i,¢) =0foralli € {1,..., N}.

In Fig. 4 it is shown a small part of the graph which takes into
account the image features and annotation of the trainindese
scribed by the adjacency mati in (9). In this part of the graph,
we take a training image representedsoghown at the center (note
the enlarged image in the figure), and display the graphtsireic
around it. Notice that the neighboring images in the grapid te

be similar in terms of their visual information or their amaibon
keywords (for instance, notice in the graph that most of #ighn
boring images are of the thenhe Annunciationwhich is the

Figure 4: Network structure in the training set shown using
a variant of the MDS algorithm [5]. The large image in the
center represents a training image with its most similar imayes
(in visual an annotation terms) closer in the graph.

theme of the central image). In order to show this graph, veeaus
variant of the multidimensional scaling algorithm for \adization
(MDS) [5].

4.3 Label Propagation

The annotation and retrieval using the label propagatiodehoon-
sists of a one step random walk procedure that uses only $helvi
similarity, as follows:

(10)

PR) = 5 — 3 bl Rp(yixen).

reN

where ' € D denotes the set df\/| nearest neighbors relative
to x using the proximity measure (8), aiffl, p represents a nor-
malization factor. The definition g§(y|x) in (10) is used in the

annotation (Equations 4 and 5) and retrieval (6) of test esag

4.4 Random Walk

The random walk uses the adjacency maW¥¥in (9) in order to
build the probability transition matrix as follows:

P=D"'w, (12)

where the diagonal matrilo(i,i) = >, W(i, j), which makes
the row sum ofP one. The initial distribution vector takes into
account the similarity between the test imagand all images in
the database, as i = [s;(x1,X), ..., sz (xn, X)]", Whereu is
normalized in order to havgu||; = 1. The random walk starts
with the selection of a training image (sdy training image) by
sampling the distribution. Then, the distribution denoted by A
(with 7; a vector of zeros with a one at tii#é position) is used to
select the next training image. Afté&t = 10 steps of the random
walk, a list of visited training image®.. ;. is formed, and the test
image annotation is produced by (4) and (5), where the nuwiber
random walks igX = 100. The retrieval is produced as described
in (6).

4.5 Stationary Solution

The stationary solution estimates the result of a randork wih
a large number of steps [26]. The adjacency maWxin (9) is
used to build the following normalized transition matrix:

S — D70‘5WD70'5, (12)



with D defined in (11). This solution exploits the eigenvector cen- which is convex given thak is positive semi-definite. Eq. 18 is

trality (i.e., the eigenvector & associated with the eigenvalue 1),
in order to determine the rank of a node (recall that a nodeerep
sents a database image). This rank denotes the likelihogslitifig
the node after a large number of random steps using a randwom st
ing point, where the decision to visit graph nodes is basethen
edge weights [26].

Assuming a random initial distribution of the vertexes dedoby
the vectorv(®
distribution used for the decision process is based on thghteszl
edges and on the probability vecimin (11) weighted by(1 — «),

with 0 < a < 1, we compute the stationary vector as follows [49]:

vl = (a8)'v? + I+ aS)(1 - a)u= 3)
vi®) = (1-a)I-aS) 'u

with T denoting the identity matrix.

Finally, in order to produce the annotation defined in (4) &id
and the retrieval in (6), we define the probability of labelegi a
test image, as follows:

N
p(y[%) = Z 6y — ya), (14)
=1
wherev® is thei*” component of>) defined in (13), anés s

represents a normalization factor.

4.6 Combinatorial Harmonic

The solution based on combinatorial harmonic follows th&ano
tion of semi-supervised labeling [51] and image segmenidti9]
problems. Consider the following extension of the adjageme-
trix (9), which includes the similarity between the test gaaand

database images:

w-| W o 15

=1 o (15)

whereW is the adjacency matrix in (9) andis the un-normalized
initial distribution vectoru defined in (11). The goal is then to
find the distributionf;; € RV (||fr7||1 = 1), which represents the
probability of first reaching each of the training images raadom
walk procedure, where the labeling matrix representingrdining
images is denoted b, = Iy, wherely isanN x N identity
matrix. In order to find’;, we minimize the following energy func-
tion:
2

E(F) = - , (16)

~ [FT
[Fo,fu]L|
f

whereF = [Fy,fy], andL = D — W is the Laplacian matrix
computed from the the adjacency math (15), with diagonal

matrix D (i, ) = > W(i,j). This Laplacian matrix can be di-

vided into the same blocks asW, that is

L= {LW B } . 17)

B Ly

Hence, in order to findy, we solve the following optimization
problem [19]:

minimize E(F)

subjectto F; =1y (18)

, and that at each iteration of the random walk, the

solved by settingZ™) = 0, which leads to the following analyti-
cal solution:fF = —L;'B"Ix

The annotation defined in (4) and (5), and the retrieval inaf@)
computed using the following probability of label giventtesage:

z ZfU

component ofy, andZ¢y is a normaliza-

p(ylx) = (y —¥i)s (19)
wherefy (4) is thed'™
tion factor.

5. EXPERIMENTS

In this experiment we compare the model presented in (3) tiefso
based on SVM [45] and on RF [7] classifiers. For the RF model, we
build L = 22 independent classifiers (one for the multi-class theme
classification and the others for the binary problems - see4g),
where each classifier is defined @&/, |x, 0rr (1)), with Orr (1)
representing the parameters of the random forests cladsifithe

I*" classification problem (recall thdt= 1,...,L). We obtain

y using the notation defined in (3), but replacip@y; (m)|x) by
p(yi(m)|x,0rr(1)). The main parameters of the random forests,
which are the number and height of trees, are determinedowits
validation, where the training s& is further divided into a train-
ing and validation sets df0% and 10% of D, respectively. The
annotation is performed with (4) and (5), and the retriesalone
with (6). For the SVM, we traimll/ = 28 classifiers using the
one-versus-all training method. Specifically, we trainftiilwing
classifiersp(y (m)|x, 0svm(m)), form € {1,..., M}, and the
annotation confidencg is produced by (3), replacing(y:(m)|x)

by p(y(m)|X, 0sva(m)). The main parameter of the support vec-
tor machine, which is the penalty factor for the slack vdgabis
also determined with cross validation, where the trainieigls is
divided into a training and validation setsaf% and10% of D, re-
spectively. Also, we perform the test image annotation yéjtand
(5), and the retrieval with (6). Note that these two modelB éRd
SVM) roughly represent the state-of-the-art approachesiage
annotation and retrieval problems explained in Sec. 2.

In the results below, we use the following acronyms; Edt label
propagation withi nearest neighbors in (10), SS for stationary so-
lution, CH for combinatorial harmonic, RF for random foreand
SVM for support vector machines.

5.1 Retrieval
We measure the performance of the system in terms of reftrieva
using the precision and recall measures [10]. For each atioot
classy(m) belonging to the set of classes in the testBdind the

Q test images that produce the maximum values for (6). Out of
those@ images, let the setl be the images for whicl(m) = 1
(note thatl.A| < Q). Also, letB C T be the set of all test images

that havey(m) = 1. Then, the precision and recall are computed
as follows:
o N | | | |
= —, and llrp =5 20
precisiong andrecallpr = Bl (20)

The performance is computed with the mean average pre¢iipn
(MAP), which is defined as the average precision over alligser
at the ranks where the recall changes. The results in Tablestl (
column) show the MAP average and standard deviation for@he 1
fold cross validation experiment. Figure 6 (left) displdhe re-
trieval performance of the CH solution as a function of thebar



Table 1: Average=+ standard deviation of the retrieval and an-
notation performance over the 10-fold cross validation expri-
ment (the best performance for each measure is highlighted)

Models MAP Mean per-class Mean per-clasg
Recall Precision
LP, 0.33 = .03 0.43 + .04 0.43 =+ .04
LPio 0.33 + .03 0.57 £+ .05 0.31 +.03
LP2o 0.33 £ .02 0.58 £ .06 0.31 +£.02
RW 0.31 + .03 0.51 &+ .06 0.30 = .04
CH 0.35+.03 0.66 £ .05 0.32 = .03
SS 0.33 £ .03 0.57 + .03 0.30 £+ .02
RF 0.30 £+ .03 0.23 £+ .03 0.40 £+ .06
SVM 0.22 £ .01 0.12 £+ .01 0.52 + .03
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Figure 5: Number of training images per class.
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Figure 6: Performance of the retrieval (left) and annotation
(right) as a function of the number of training images using
the CH algorithm.

of training images. Notice that the retrieval performare@aos-
itively correlated with the number of training images. Rigu
shows the the top retrieval results for four annotationsgtasising
the CH algorithm.

5.2 Annotation

The performance of the annotation procedure is evaluateminy
paring the results of the system in (4) and (5) with the maanal
notation of the ground truth (recall that the §etalso contains the
manual annotation) [10]. For each annotation problem (gioa
multi-class) indexed by € 1, ..., L, assume that there ang; man-
ually annotated images i#i, and the system annotates ., of

whichwe are correct. The precision and recall are computed as:

precisiona = we , andrecalla = we. (21)
WH

auto
Then, the values girecision 4 andrecall 4 are averaged over the
set of binary and multi-class problems. The results in Takllast
two columns) show the average and the standard deviatidmeof t
per-class precision and recall for the 10-fold cross viéilida Fig. 6
(right) displays the annotation performance (mean pesgasci-
sion and recall) of the CH algorithm as a function of the numbe
of training images. Notice the positive correlation betwgeeci-
sion and recall in terms of the number of training imagesufeg
shows the annotation produced by the CH algorithm in four tes
images.

6. DISCUSSION AND CONCLUSIONS

In this work we presented a graph-based model for the anootat
of art images. The retrieval experiment (Tab. 1) shows that t
CH model produces better results than current state-e&thap-
proaches based on SVM and RF. Also notice that the LP methods
also show competitive results, indicating that simple n®dan
also lead to powerful methods. The annotation results in Tab
show that the CH approach produces the best performancenis te
of recall, but SVM is better in terms of precision (but notite
poor result of SVM in terms of recall). This happens becaugel S
rarely classifies positively the test images with respeaach la-
bel, but whenever it does so, the annotation is often cort®etbe-
lieve that this happens due to the limited number of traimmnages
per class to estimate the parameters of the SVM model. We plan
to improve our method by modeling the dependencies betwaeen |
bels using, for example, structural learning methods [44., Fhis
would prevent the following two issues observed in Fig. 8u4g of
too many labels in the annotation, and 2) presence of paasrus-
tations that should never appear together (e.g., the pres#wise
menin prints of themeAnnunciationshould not be allowed). The
incorporation of structural learning in the methodologpwsd be
assessed with more appropriate measures, such as the oribetbs
by Nowak et al. [38]. We also intend to investigate other iméan-
tures for image representation, such as wavelets and etsvel
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