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ABSTRACT

The segmentation of the left ventricle (LV) still constitutes an ac-
tive research topic in medical image processing field. The problem
is usually tackled using pattern recognition methodologies. The
main difficulty with pattern recognition methods is its dependence
of a large manually annotated training sets for a robust learning
strategy. However, in medical imaging, it is difficult to obtain
such large annotated data. In this paper, we propose an on-line
semi-supervised algorithm capable of reducing the need of large
training sets. The main difference regarding semi-supervised tech-
niques is that, the proposed framework provides both an on-line
retraining and segmentation, instead of on-line retraining and off-
line segmentation. Our proposal is applied to a fully automatic LV
segmentation with substantially reduced training sets while main-
taining good segmentation accuracy.

1. INTRODUCTION

Medical imaging analysis still faces the problem of fully automatic
segmentation of the left ventricle (LV) from ultrasound images.
This is motivated by several difficulties and challenges, among
which we can highlight: large appearance and shape variability
of the LV through the cardiac cycle, edge drop-out particularly
present in the diastole phase, parts of the LV contour that can
hardly be seen due to the low signal to noise ratio present in ul-
trasound images.

Since the seminal work by Comaniciu [1] a wide spread use
of statistical based methods, for solving the problem of the LV
segmentation, has been taking place. These methods are strongly
based on the use of a set of manually annotated image to statis-
tically model the appearance of the LV. However, such statistical
description requires the use of a large number of parameters. This
suggest the use of hundreds of annotated images to obtain a ro-
bust model which accounts for all possible shape variations of the
LV. This, of course, constitutes a difficulty that somehow must be
overpassed.

Semi-supervised approaches [2] can alleviate the above diffi-
culty. One class of such approaches is based on incremental learn-
ing that initially uses a small training set to estimate the model
parameters, and then uses this model to classify new (not anno-
tated) samples and retrain te same model (see for instance [3,4]).
An important remark about the previous works is that the accuracy
of classifying unannotated samples is improved if we make use of
an external classifier [3].

This paper is inspired on the previous issue, that is, the use
incremental learning with the use of an external classifier. The
underlying main idea is: from a small and annotated training set,
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an initial classifier is built that is capable of segmenting the LV in
ultrasound images. Then, given a test (unannotated) set, the system
uses this classifier to detect LV segmentations which are verified
by an external classifier.

The paper is organized as follows. Section 2 describes the ar-
chitecture of the proposed approach. Section 3 describes the learn-
ing algorithm used. Sections 4 and 5 describe the top-down and
bottom-up classifiers, respectively. The effectiveness of the ap-
proach is demonstrated in Section 6, and Section 7 concludes the
paper.

2. PROPOSED ALGORITHM

Our proposal can be viewed in the block diagram illustrated in the
Fig. 1 and can be simply summarized as follows:

• Initially, a small training set is used to estimate the parame-
ters of the top-down classifier that is based on a deep learn-
ing network [5] (Section 4),

• Given a new unannotated test sequence, the system uses this
trained classifier to detect positive hypotheses (LV segmen-
tations) in each frame,

• These LV segmentations are verified by an external clas-
sifier (a bottom-up oracle based on data association [6])
through a qualitative probability (QP) [7], which is a way to
verify the segmentation “proposed” by the top-down clas-
sifier (see Section 5),

• The positive hypotheses that have survived to this verifica-
tion, are sampled using a Gaussian mixture model (GMM),
with the number of samples the same as the size of the ini-
tial training set,

• These samples are finally incorporated to the training set to
re-train the statistical model (top-down classifier).

In this way, our framework is capable of simultaneously per-
form on-line re-training and segmentation, instead of the more
usual setting adopted in the semi-supervised setting, that is, on-line
re-training and off-line segmentation. A remark about the above is-
sue is that, from an initial feature space which is sparse, we are able
to incrementally include new annotated samples to provide a more
dense feature space. Another innovation is that the the top-down
classifier (see Fig. 1) is based on deep neural networks [5] instead
of a more common assumption based on boosting classifiers (see
for instance [4,8,9]). Next, we derive the main formulation of the
incremental on-line semi-supervised approach.

3. LEARNING ALGORITHM

To derive the proposed framework, let us assume that f ∈ ℜD is
the image region and the ground truth annotation is denoted by a
vector y ∈ ℜ2N . Also, consider that we have a set of training



Fig. 1. On-line re-training and segmentation architecture.

images regions represented by X and the corresponding manual
annotations by Y . We will denote the test sequence of unanno-
tated images as {It}t=1..T . An image region f is a crop around
the the LV that contains the annotation aligned to a specific posi-
tion, scale and rotation. Incremental learning aims to estimate the
parameters θ of the classifier p(y|f ,θ) that measures the confi-
dence of annotation y given the feature vector f and the parameters
vector θ. To achieve this goal, we use the annotated training set
{X,Y }, the test sequence {It}t=1..T and the bottom-up classifier
p(y

(bu)
i |yi, fi), which represents the probability of segmentation

y
(bu)
i given an initial guess yi and feature vector fi. The estima-

tion of θ can be summarized as [10]:
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where qi is an auxiliary function satisfying
∑

i qi = 1 and qi ≥ 0,
ỹi = argmaxy p(y|̃fi,θ) and ỹ
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qi
,

(2)

Thus, the optimization problem to solve is as follows

θ⋆ = argmax
θ
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f̃i∈It

qi log
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(bu)
i |ỹi, f̃i)p(Y, ỹi |̃fi, X,θ)
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∑
f̃i∈It

qi = 1, qi ≥ 0, ∀i ∈ 1, ..., T .

(3)

Finally, to compute qi, we take the Lagrangian L = λ(
∑

i qi −

1) −
∑

i γiqi −
∑

f̃i∈It
qi log

p(ỹ
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i |ỹi,f̃i)p(Y,ỹi|f̃i,X,θ)

qi
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roing the derivative (in order to qi), leads to

qi = p(ỹ
(bu)
i |ỹi, f̃i)p(ỹi |̃fi,θ). (4)

From the above, we can formulate an iterative EM algorithm
which can be summarized as in Alg.1.

Algorithm 1 On-line retraining and segmentation method.
for t = 1:T do

E-step: Sample and re-build training set
• The samples to be included in the training set are obtained
by sampling a Gaussian mixture model (GMM) as follows

(Ỹ (bu), X̃) ∼
∑
f̃i∈It

q
(t)
i ×N (ỹ

(bu)
i ,Σ) (5)

with q
(t)
i given as in (4) and q

(t)
i ≥ γ

• Update the image region set and annotations set by

X̃ = X ∪ X̃, Ỹ = Y ∪ Ỹ (bu) (6)

M-step: re-estimate the parameters of the classifier

θ(t) = argmax
θ

E
q
(t)
i

[
log p(Ỹ |X̃,θ)

]
(7)

subject to q
(t)
i ≥ γ,

∑
i q

(t)
i = 1 and where X̃, Ỹ

are the updated sets obtained from the E-step
• Produce annotation y for the t-th frame

yframe =

∫
y

∫
f∈It

yp(y|f ,θ(t))p(f)dydf , (8)

end for

The algorithm is thus an iterative on-line EM procedure. Re-
call that Alg. 1 is twofold: (i) it produces on-line training, gen-
eralizing the feature space f (which is initially sparse) by pro-
gressively incorporating new samples in the training set (5),(6),
and (ii) it provides on-line segmentation results (8). Traditionally,
semi-supervised learning based methods re-train the classifier in-
crementally, but the classification results are produced off-line i.e.,
after the re-training process is completed [2]. The main conse-
quence of this difference is that how the training set is updated
for the re-training process. For the on-line classification, high val-
ues of γ may stop the addition of newly annotated samples to Ỹ

and X̃ , which can halt the incremental re-training process. On
the other hand, low values of γ may cause the addition of false
positive samples to the training sets Ỹ and X̃ . In this paper, γ is
determined by cross-validation using error measures as it will be
detailed in Section 6. We next describe the two classifiers used in
Fig. 1.

4. TOP-DOWN CLASSIFIER USING DEEP BELIEF
NETWORK

The top-down classifier p(y, f |θ) is based on deep belief networks
(DBN) [5], which is basically a neural network containing a large
number of hidden layers. Deep belief networks have been recently
explored in [11], showing that this classifier can achieve state-
of-the-art LV segmentation results. The use of DBN in this work
can be justified based on its straightforward adaptation from a off-
line to an on-line learning. As an example, at each iteration of
the training stage, only the weights of the network are modified.
This is an advantage over the most of the semi-supervised learning
approaches based on boosting classifiers [3,4,8,9], which require
more complex update schemes.



The classifier p(y, f |θ) is composed of rigid and non-rigid de-
tectors. The rigid detector determines the probability that f repre-
sents an image region containing the LV aligned in the same way
as the training set images. The non-rigid detector determines the
probability that the contour y represents an LV segmentation of f .
The top-down classifier is decomposed as follows:

p(y, f |θ) = p(f |θ(r))p(y|f ,θ(n)), (9)

where p(f |θ(r)) and p(y|f ,θ(n)) represents the rigid and non-
rigid classifier, respectively. The parameters of the rigid classifier
θ(r) are: (i) number of hidden layers, (ii) number of nodes per
layer, and (iii) the parameters of the logistic model of each con-
nection between network nodes. The non-rigid classifier consists
of a separate DBN where the parameters θ(n) comprises the pa-
rameters 1-3 above, and also the parameters of the shape model,
which is represented by a principal component analysis (PCA)
model that reduces the dimensionality of the annotation. The DBN
parameters θ(r) and θ(n) are learned separately in two stages with
maximum a posteriori strategy using the training procedure pro-
posed by Hinton et al. [5], which consists of the following two
stages: 1) unsupervised training where an auto-encoder is built,
and a 2) supervised learning based on back-propagation.

The learning strategy follows the same multi-scale training
procedure for the rigid classifier and non-rigid regressor as re-
cently proposed in [11].

5. BOTTOM-UP CLASSIFIER USING PROBABILISTIC
DATA ASSOCIATION

The bottom-up, also termed herein as external classifier, is based
on probabilistic data association filter (PDAF) [6]. This external
classification is denoted as p(ỹ(bu)

i |ỹ, f̃i) used in (4).
The multiple model probabilistic data association (MMDA)

was proposed in [12] that is a bottom-up classifier, based on the
probabilistic data association (PDA) originally proposed by Bar-
Shalom [6] in the context of control theory. The main idea of the
data association is that the output contour is a weighted combi-
nation of the hypotheses over the data. Each hypothesis is called
a data interpretation. Data association is then achieved by com-
bining every possible combinations of all the data interpretations.
Every possible combination must be taken into account, since the
reliability of the data is unknown beforehand, i.e. can be targeted
originated (e.g. belonging to the LV contour) or not. The classifier
used in this paper can be summarized as follows:

• Features (transitions at the LV boundary) are detected fol-
lowed by a grouping procedure to produce a bag of seg-
ments (BoS) in the vicinity of the LV, see Fig.2.

• From the BoS, several hypotheses (combinations) are pos-
sible to be obtained. Each hypothesis contains a configu-
ration of valid (LV contour originated) and invalid (clutter
originated) [6].

• Then, data association over the hypotheses is performed
allowing to compute the probability p(ỹ

(bu)
i |ỹi, f̃i) of the

contour location.

To summarize, the main underlying ideas of the bottom-up classi-
fier are: (i) “break” the LV contour into a bag of segments (BoS)
as parts of LV contour (strokes); then (ii) a quality probability QP
is computed over the BoS acting as data association.

In order to compute the probability p(ỹ
(bu)
i |ỹi, f̃i) of the con-

tour ỹ(bu)
i produced by MMDA, we need to have a way to measure

whether the strokes used to produce this LV contour has good con-
tinuation, few overlaps and few gaps. The qualitative probability
(QP) proposed by Jepson and Mann [7] provides a principled way
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Fig. 2. Top row: (a) synthetic closed shape with detected transitions at orthogonal
lines and (b) transitions grouping to form strokes (segments). The same procedure is
illustrated at the bottom where each color denote a different segment (12 orthogonal
lines are used along the LV contour). Different parts of the LV contour detection
lead to different QP. In our experiments we set α=2, β=0.9, ν=0.2. In (a) QP =

218×(0.9)3×(0.2)0 = 191100, in (b) QP = 29×(0.9)12×(0.2)0 = 144.6,
suggesting that in (a) a better parts of LV segments is obtained.

of measuring the likelihood that a set of edges forms a specific vi-
sual object. We adapt QP to measure the likelihood that a set of
strokes represent an LV contour as follows: Q(ỹ

(bu)
i , ỹi, x̃i) =∏

i∈BoS α
Lsi × βLgi × νLoi , where Lsi represents the stroke

length, Lgi denotes the gap length, and Loi is the overlap length.
Hereafter, assume that p(ỹ(bu)

i |ỹi, f̃i) = Q(ỹ
(bu)
i , ỹi, f̃i). See

Fig. 2 bottom, that illustrates this procedure.

6. EXPERIMENTS

In this section we used the two data sets available from [11,12]
which have been annotated by a cardiologist1. The first set con-
tains two sequences used exclusively for test, each containing 40
frames. The second data set contains 15 sequences from different
subjects and are used for training in a total of 450 frames.

We start to study the γ parameter and the number of images
used to estimate the initial set of parameters θ(t=0) (see Alg. 1).
Also a comparison between the supervised and onLine retraining
and segmentation (termed as OnLine RT&S) methods is provided.
To accomplish this, several error measures proposed in the litera-
ture for contour comparison are used to measure the error between
the reference contour (ground truth) and the contour estimates of
the detectors. The error metrics are as follows.

The average error is defined as

dAV(c
⋆, c) =

1

N

N∑
i=1

d(c⋆(i), c) (10)

where d(c⋆(i), c) = mini ∥c⋆(i)−c(j)∥2 with c⋆, c ∈ R
2N rep-

resenting the reference and estimated LV contours, respectively,
comprising N 2D points, and c⋆(i), c(j) ∈ R

2 representing the
i-th and j-th point in the curve.

The Hausdorff distance is defined as

dHDF(c
⋆, c) = max

(
max

i
{d(c⋆(i), c)},max

j
{d(c(j), c⋆)}

)
.

(11)
The maximum absolute distance is defined as

dMAD(c
⋆, c) =

1

N

N∑
i=1

∥c⋆(i)− c(i)∥2. (12)

1The annotation were provided by a cardiologist from Hospital Fer-
nando Fonseca, Lisbon.



Table 1. Mean and standard deviation (in parenthesis) for the error measures (10),
(13) for different values of γ.

γ 10−6 10−3 0.1 0.5

dAV 4.8(1.6) 3.8(0.4) 3.9(0.4) 4.2(0.8)
dHMD 0.26(0.11) 0.215(0.025) 0.215(0.02) 0.235(0.03)

The Hammoude distance follows the expression:

dHMD(c
⋆, c) =

#((Rc⋆ ∪Rc)− (Rc⋆ ∩Rc))

#(Rc⋆ ∪Rc)
, (13)

where Rc⋆ represents the image region delimited by the reference
contour c⋆ (similarly for Rc), and #(.) denotes the number of
pixels within the region.

Table 1 shows the mean and standard deviation of the error
measures in (10) and (13) in one of the test sequences. The sets
used, are formed by uniformly sampling the training set with sizes
{10, 20, 50, 100}. In order to be able to show the first and second
order statistics, we produced three different sets, each for one of
the sizes above, this means that the Alg. 1 is run 4×3 = 12 times.
From Table 1 we see that the proposed method provides smaller
and more stable results in the interval γ ∈ {10−3, 0.1}. For the
next experiments we used a value of γ = 10−3.

In this experiment we intend to experimentally demonstrate
the superiority OnLine RT&S method regarding the supervised de-
tector when using small training sets. To accomplish this, we build
three training sets of size {2, 6, 10, 20, 50, 100}, now, we have to
perform 18 runs of the Alg. 1. Table 2 shows the performance of
the supervised vs. OnLine RT&S proposed herein for the two test
sequences. It is clearly seen that the proposed method reduces the
standard deviation (2nd line in each cell) as well as the mean (1st

line in each cell) errors for all error measures and for the two test
sequences achieving an overall best performance.

7. CONCLUSIONS

We presented a novel on-line retraining and segmentation method-
ology applied to the automatic segmentation of the LV. The main
novelty is the formulation of the on-line learning and segmenta-
tion algorithm that keeps adding training images and producing
LV segmentation as images of a new test sequence are presented
to the system. This opposes with the on-line learning and off-line
detection commonly found in similar semi-supervised learning ap-
proaches. This novelty restricts the set of samples that can be in-
troduced into the training set. Thus, the selection criterion to add
unannotated images to the training set becomes a crucial aspect
of the algorithm, and we provide an empirical study on this issue.
The experiments show that it is possible to have good segmenta-
tion results with training sets containing less than twenty annotated
training images.
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