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Abstract. Intelligent learning environments based on interactions within the 
digital world are increasingly popular as they provide mechanisms for interac-
tive and adaptive learning, but learners find it difficult to transfer this to real 
world tasks. We present the initial development stages of CRISTAL, an intelli-
gent simulator targeted at trainee radiologists which enhances the learning ex-
perience by enabling the virtual environment to adapt according to their real 
world experiences. Our system design has been influenced by feedback from 
trainees, and allows them to practice their reporting skills by writing freeform 
reports in natural language. This has the potential to be expanded to other areas 
such as short-form journalism and legal document drafting. 
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1 Introduction 
Learning by doing: this is the underlying concept of intelligent tutoring systems 
(ITSs), serious games and immersive activities, and learning environments such as 
these are becoming increasingly popular. Their ability to generate an individualized 
environment tailored to each user’s learning needs is one of their main strengths. 
These adaptations are generally based on a learner's interactions within the digital 
world, and as a result, learners find it difficult to transfer their knowledge to real 
world tasks [1]. Consequently, there has been a strong interest in linking learners’ real 
world behaviors with the digital world to facilitate a more integrated learning experi-
ence. On-the-job training is one example of this. The focus of the systems ImREAL 
[1], MIRROR [2], PORML [3], ALPS [4] and KP-Lab [5] is to assist informal work-
place training by supporting learners to transform experience into knowledge through 
socio-pedagogical models. Out of these, only ImREAL [2], MIRROR [3] and 
PORML [4] link both worlds by giving learners simulated tasks that correlate with 
real world activities. However, these systems rely on the learners to actively partici-



pate in knowledge transfer between the workplace and the simulated environment. 
The PORML [4] framework supports reflection in a digital environment for emergen-
cy service workers immediately after performing a job activity. However, the adapta-
tion is specific to that job activity and does not influence the system's behavior  in 
subsequent activities. 

As the domain used in this research is radiology, we have also explored how ITSs 
have supported learning in this area. VIA-RAD [6], RadTutor [7] and MR Tutor [8] 
present a constrained format where users are asked to describe radiology images by 
selecting options from a pre-determined list. These systems focus entirely on the vir-
tual world, and real world behaviors are not considered within the simulation. In con-
trast, a radiology ITS called GIMI (Generic Infrastructure for Medical Informatics) 
uses real world experiences to modify the learner model by allowing manual input of 
personal performance data [9]. In contrast to GIMI we plan to automate the integra-
tion of real world experiences into our simulator with data mining techniques. 

In our research towards developing CRISTAL (Clinical Radiology Intelligent Sim-
ulation Tool with Adaptive Learning) we explore the following objectives: 
1. How can we use real world behaviors to adapt the virtual learning experience? 
2. How can we automate the process of integrating real world behaviors with the 

simulated environment without active intervention from the user? 
3. How can we provide intelligent support for radiology trainees' learning that is rele-

vant to the requirements of their job? 
Using real world behaviors to tailor the simulated learning experience, we can ena-

ble trainees to seamlessly transition between the roles of worker and learner. The 
overall goal of our research is to explore how an intelligent simulator that links both 
real and virtual environments can support individuals as they progress through differ-
ent phases of their training: starting as workers, progressing to learners and finally 
becoming experts. 

2 Radiology Training Practices 
Trainee radiologists are qualified doctors who are enrolled in the Royal Australian 
and New Zealand College of Radiologists’ five-year training program to become con-
sultant radiologists. A survey conducted by the Royal Australian and New Zealand 
College of Radiologists (RANZCR) in 2012 found that the majority (89%) of trainees 
spend at least 36 hours per week on clinical work, the majority of which is spent writ-
ing reports on radiology images [10]. 

We asked a group of trainees for their input regarding the type of experience they 
wanted from a simulated tutoring system. They told us they want a system that makes 
it easy to identify important weaknesses, access relevant cases, gives high-quality but 
targeted feedback and suggests (rather than demands and tests on) relevant study ma-
terial. They disliked systems that impose set exercises and learning content, and re-
sponded negatively to the idea of adaptive dialogues. Their response was: "We know 
how to learn, and we have our own preferred resources." The trainees' responses echo 



some of Malcolm Knowles' well-known assumptions regarding adult learners: they 
have a clear preference for self-directed learning, a strong internal motivation to learn, 
and are oriented towards learning tasks that have immediate relevance to their societal 
roles [11]. This emphasis on andragogy (the theory of adult learning) is echoed by the 
authors of the ImREAL project [2]. 

3 System Overview 
As per the extended self-regulated learning (SRL) model described by Hetzner et al. 
[1], the architecture of CRISTAL spans across the real world and the simulated envi-
ronment (Fig. 1). We will first describe the real world environment. In the workplace, 
the majority of images that a trainee reports on are subsequently sent to a consultant 
radiologist, who then types an addendum containing any necessary corrections. We 
plan to collect and store all trainees’ reports and their corrections in our database. This 
information will be used to update the learner model in the simulated environment, 
enabling the training module to adapt the learning task based on a trainee's weakness-
es in the real world. The training module will then request relevant problems from the 
report and image database. This database consists of real radiology images (such as x-
rays and CT scans) and their corresponding reports. These reports have been written 
on-the-job by domain experts in the past. 
 

 
Fig. 1. Diagram of the system architecture 

Mirroring the real world environment, the simulator interface will present one of 
these images to the learner (trainee radiologist), who will be prompted to write a re-
port on the image in freeform natural language. Once complete, the report will be sent 
to the inference engine to be compared with the original report. The quality of the 
trainee's report will be determined both by the presence of the correct diagnosis and 
the completeness of the report.  
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We are currently using a latent semantic indexing (LSI) model to characterise each 
sentence in our report corpus. To determine the completeness of the trainee's report, 
each sentence is compared with sentences from the original report and matched with 
the one with which it has the greatest cosine similarity. If a sentence pair's similarity 
is above a pre-defined threshold the trainee's sentence is considered to contain appro-
priate meaning. Below this threshold, the trainee's sentence is considered to be incor-
rect. The training module will also detect missing sentences: important sentences in 
the original report that were not identified in the trainee's report, via the same thresh-
olding approach. The learner model will be updated with data regarding the correct-
ness and completeness of the trainee's report. 

 

 
Fig. 2. Screenshot of the open learner model 

Trainees will receive feedback directly after report submission, however they will 
also be able to review their overall performance through an open learner model (Fig. 
2). Diagnoses are grouped according to the Body Systems Syllabus of the RANZCR 
Radiodiagnosis Training Program Curriculum [12], and multiple views are provided 
to enable trainees to select their preferred format. The importance of diagnoses will be 
determined based on their categorization within the Curriculum. The Curriculum will 
also influence problem selection: for example, first year trainees will be provided with 
images related to critical diagnoses (known as Key Conditions in the Curriculum), 
with a specific emphasis on conditions they have not seen in practice and those they 
have reported incorrectly. Senior trainees will instead be exposed to more esoteric 
conditions (Categories 2-3 in the Curriculum) selected from areas they have had lim-
ited exposure to, or reported with high rates of error. To respect their autonomy, train-
ees will also have the option to select specific learning topics. 



4 Preliminary Testing 
We have conducted some initial basic tests to assess the quality of our language mod-
el using LSI. To simulate missing and incorrect sentences, whole sentences were re-
moved at random, or swapped in from reports containing different diagnoses. We 
tested how many of these abnormal sentences were detected by our system relative to 
the number of alterations. As expected, the variation in missing and incorrect sentenc-
es is directly proportional to the number of alterations made in the reports (Fig. 3), 
suggesting we are able to identify unmatched sentences. We do note however that the 
LSI model is unlikely to achieve acceptable performance in all of the required tasks. 
This training module will be improved by the implementation of a recurrent neural 
network language model to overcome the more difficult challenges: the identification 
of diagnostic sentences (which are most important for the teaching process), and the 
discrimination between positive and negative diagnostic sentences (as negations are 
not well captured with naive “bag-of-words” models like LSI [13]). 

 
Fig. 3. Preliminary tests of the accuracy of missing and incorrect sentence detection 

5 Future Work 
At this stage we have developed a working model of CRISTAL's simulated learning 
environment. Our current focus is developing the inference engine for processing 
trainees’ on-the-job reports and their corresponding consultant corrections. This will 
complete the feedback loop between the training module and the real world environ-
ment. Our next step for clinical implementation is preliminary evaluation of the simu-
lation environment. We will present a set of pre-determined training scenarios to 
trainees and adjust our model based on their feedback.  

The strengths of CRISTAL are that it allows automated integration of real world 
data into the learner model, and it has the ability to analyse and give feedback on 



freeform reports. Our system has the potential to be extended to ITS research in other 
domains, if those domains fulfil the following criteria: there is a real-world task in 
which adult learners could benefit from intelligent feedback and adaptive training, the 
task is performed frequently and results in text output, and there is a written “ground 
truth” for this text to be compared against. Examples could include education settings 
with short answer questions (including in online education), as well as professions 
such as short-form journalism and legal document drafting, where each document is 
edited by a senior practitioner. Thus our system of connecting the real-world and the 
simulated environment can be seen to apply more widely to ITS research, contributing 
to the impact and relevance of virtual learning environments. 
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